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#### Abstract

M. Marticorena, S. Bramardi, and R. Defacio. 2010. Characterization of maize populations in different environmental conditions by means of Three-Mode Principal Components Analysis. Cien. Inv. Agr. 37(3): 91-103. Characterization of 31 native populations of maize conserved at the germplasm bank of the INTA Pergamino Experimental Station, Argentina, was achieved by evaluating 10 quantitative attributes in two different environmental situations. The experimental design generated three-way or three-mode data, repeated observations of a set of attributes for a set of individuals in different conditions. The information was displayed in a three-dimensional array, and the structure of the data was explored using Three-Mode Principal Component Analysis, the Tucker-2 Model. A group of populations was identified that displayed homogeneous behavior in the two environments with respect to the following traits: ear length, prolificacy, grains per meter, yield and 1000 kernel weight. However, another group of populations displayed opposite behavior for the traits of plant height and ear insertion height in the different enviromment conditions and is indicative of the existence of genotype-environment interaction. In conclusion, Three-Mode Principal Component Analysis is an important tool for characterizing plant genetic resources when their phenotypic values are likely to be affected by environmental conditions.
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## Introduction

A crucial step in the process of cataloguing and characterizing the material conserved in

[^0]a germplasm bank is to determine the relationships or associations among the taxa (Bramardi, 2000). Depending on the type of traits studied. there are different types of characterizations (Avise, 2004). In methods where the characterization is supported by the study of phenoty pical, morphologic and agronomic descriptors and where there may be an influence from environmental factors (Pan et al., 2004), the traits must be analyzed in different environments.

This leads to an analysis of the variability of the factor and the possibility of variability due to a genotype-environment interaction in the variables observed (Demey, 2008).

These experimental situations generate threeway or three-mode data, repeated observations of a set of variables for a set of individuals, in different conditions. Although it is possible to apply classical methods of multivariate analysis to two-way data matrices generated from each condition, the results from those methods would necessitate explaining the structure of each table separately and the relations and interactions between any of the studied variables, for each occasion. However, it is not feasible to simultaneously study the individual similarities and differences of the different tables or the interactions among the three modes analyzed with this approach (Kroonenberg, 1983).

The third mode in the design requires the use of representative structures and the application of more appropriate methodologies. A threedimensional array or three-way table (Hitchcoch, 1927; Comon, 2001) and the matricial forms of that array (Kolda, 2001 and 2006; Kolda, et al., 2005) allow for an adequate representation of the three-way data (Bolasco, 1986; Coppi, 1986; Kroonenberg, 1983). One method for the study of data with a three-way structure is the Three-Mode Principal Component Analysis. One of the models for this analysis, proposed by Tucker (1966) and modified by Kroonenberg and De Leeuw (1980) regarding the estimation of their parameters, is the Tucker-2 Model. This method includes the reduction of dimensionality of two of the three modes, which not only enables an estimation of the global variability of the data but also provides information on the behavior of the variables or individuals in the different experimental conditions or situations.

The relevance of the maintenance of the genetic variability conserved in germplasm banks depends on the measurement and characterization of that diversity (Cordeiro et al., 2003). Although classifications based on agromorphologic markers using quantitative traits allow a rapid discrimination of the phenotypes (Lowe et
al., 1996) with a high capacity for separating taxa (Alfaro and Segovia, 2000), they are highly susceptibility to the influence of the environment (Pan et al., 2004).

The goal of this study is to use the Tucker-2 method as a methodological alternative for the study of native populations of maize, from the province of Buenos Aires, Republic of Argentina, conserved in the germplasm bank of INTA Pergamino Experimental Station. Morphologic characteristics have been observed in characterization tests that have been repeated in different environmental situations. The application of this technique allows for (i) the analysis of the relationships among maize populations and the variables observed in the different environments, as a whole, as well as for each population separately; (ii) a study of the variability caused by environmental conditions and the possible variability due to the genotype-environment interaction on the variables observed; (iii) the identification of the populations interacting with the environment from the graphic representations (interactive and cluster Biplots); and (iv) obtaining a characterization of the 'medium', 'average' or 'consensus' populations from the environments or situations under study.

## Materials and methods

The analyzed data corresponded to observations made on 31 native populations of maize (the Orange Flint race) from the Province of Buenos Aires, Argentina. These populations are part of a collection of local populations corresponding to different races that are conserved in the Active Germplasm Bank of INTA Pergamino Experimental Station, Argentina. The populations were coded numerically as follows: $3,12,15,16,17$, $19,20,21,22,25,26,27,28,38,39,40,43,44,45$, $47,61,62,82,86,87,90,92,98,102,151$ and 152 .

Ten quantitative variables were evaluated in two tests conducted in the 2003/04 season in the localities Pergamino (EEA INTA) and Ferré (Escuela Agrotécnica Salesiana). These variables allowed for morphologic-agronomic characterization and may be influenced, to a certain extent, by environmental conditions.

The variables were as follows: plant height, higher ear insertion height, ear length, ear diameter, grain width, grain length, prolificacy, yield, grains per meter and 1000 kernel weight. The average minimum and maximum values of the traits in each environment are shown in Table 1.

The information corresponding to each locality, Pergamino (Environment one) and Ferré (Environment two), was transferred into Tables $\mathrm{T}_{\mathrm{K}}(\mathrm{k}=1$ or 2$)$. A three-way data array $\underline{\mathbf{X}}_{(0, y, k)}$ was generated from the matrices Tk , where $\mathrm{I}=$ $31, \mathrm{~J}=10$ and $\mathrm{K}=2$ are the dimensions of the first mode (I, populations), the second mode (J, traits) and the third mode ( K , environments), respectively. The matricial forms of the threedimensional array were obtained using a process known as 'matricizing' (Kiers, 2000) or 'unfolding' (De Lathauwer, et al., 2000). These matricial forms, the result of concatenating two of the modes (Kroonenberg, 1983) are the extended matrices as follows: $X_{1,2 c 3}$ of the order ( $31 \times 20$ ), in which the lines represent the populations and the columns represent the concatenation of the traits with the environments; $\mathbf{X}_{2,3 \mathrm{c}}$ of the order ( $10 \times 62$ ), in which the lines represent the traits
and the columns represent the concatenation of the environments with the populations; and the matrix $\mathbf{X}_{3,1<2}$ of the order ( $2 \times 310$ ), in which the lines represent the environments and the columns represent the concatenation of the populations with the traits.

## Three-Mode Principal Component Analysis: Tucker-2 Model

The statistical analysis of the information was conducted using the Tucker-2 model. This model for the third unreduced mode was formulated as a factorization of the three-way data array $\underline{\mathbf{X}}=\left\{x_{i j k}\right\}$,

$$
x_{y j k}=\sum_{p=1}^{r} \sum_{q=1}^{\Omega} a_{\phi p} b_{f q} g_{p q k} ; i=1, \ldots, 31 ; j=1, \ldots, 10 ; k=1,2
$$

In this equation, $P$ and $Q$ indicate the number of components retained in the first and second modes, respectively; $a_{i p}$ and $b_{j q}$ are the elements of the matrices; and real, orthonormal components $\mathbf{A}_{(t x P)}$ and $\mathbf{A}_{(J x Q)}$ and $\tilde{\mathrm{g}}_{p q k}$ are the elements of the three-way array, termed in this model as the "matrix of extended links".

Table 1. Agronomic-morphologic characteristics: mean, minimum and maximum values in each environment.

| Character | Environment one (Pergamino) |  |  | Environment two (Ferré) |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Mean | Minimum | Maximum | Mean | Minimum | Maximum |
| AGR1 | 8.50 | 6.00 | 9.80 | 8.80 | 7.20 | 10.60 |
| ALTMZ2 | 97.20 | 68.00 | 121.50 | 85.10 | 64.00 | 111.50 |
| ALTPL3 | 163.70 | 122.70 | 193.00 | 144.10 | 118.50 | 167.50 |
| DMZ4 | 41.60 | 33.40 | 47.00 | 42.00 | 34.50 | 48.10 |
| GRXM5 | 31.40 | 21.60 | 39.80 | 35.00 | 29.90 | 40.00 |
| LGR6 | 8.10 | 5.40 | 12.00 | 10.10 | 8.00 | 12.00 |
| LMZ7 | 16.10 | 13.10 | 19.50 | 16.60 | 14.00 | 19.40 |
| PESO8 | 286.80 | 188.00 | 355.00 | 287.20 | 208.00 | 346.00 |
| PROL9 | 0.97 | 0.55 | 1.36 | 1.00 | 0.66 | 1.33 |
| REND10 | 5483.00 | 1341.00 | 9440.00 | 6777.00 | 2614.00 | 10827.00 |

[^1]The axis value to be retained in the first and second mode, $P$ and $Q$, was determined using the Diffit (Timmerman and Kiers, 2000). For the third mode, $K=2$. Nine possible solutions are presented in the first three columns of Table 2.

Once the number of axis was fixed through the Tuckals-2 algorithm (Kroonenberg and De Leeuw, 1980), which allows one to simultaneously approximate the extended matrices, A, Band $\underline{\tilde{q}}$ were obtained. The algorithm consists of an iterative process whose steps are as follows:

Step 1: Initial solution: $\left(\mathbf{A}_{0}, \mathbf{B}_{0}, \mathbf{C}_{0}\right)$.
$\mathbf{A}_{0}: P$ first columns of the matrix of eigenvectors of $\mathbf{X}_{1,2 c 3} \mathbf{X}_{1,2 c 3}^{\prime}$
$\mathbf{B}_{0}: Q$ first columns of the matrix of eigenvectors of $\mathbf{X}_{2: 3 c 1} \mathbf{X}_{2: 3<1}^{\prime}$
$\mathrm{C}_{0}$ : Identity matrix of order 2.
Step 2: $\mathbf{A}_{1}$ is obtained from $P$ first eigenvectors of the matrix,

$$
\left[\mathbf{X}_{1 ; 2 \subset 3}\left(\mathbf{B}_{0} \otimes \mathbf{C}_{0}\right)\right]\left[\mathbf{X}_{1 ; 2 \subset 3}\left(\mathbf{B}_{0} \otimes \mathbf{C}_{0}\right)\right]^{\prime}
$$

The solution is tested. (See the criteria for convergence*.)
Step 3: If the previous triad does not provide a
solution, $\mathbf{B}_{1}$ is obtained from the $Q$ first vectors of the matrix

$$
\left[\mathbf{X}_{2 ; 3 c 1}\left(\mathbf{C}_{0} \otimes \mathbf{A}_{1}\right)\right]\left[\mathbf{X}_{2 ; 3 \in 1}\left(\mathbf{C}_{0} \otimes \mathbf{A}_{1}\right)\right]^{\prime}
$$

The solution is tested $\left(\mathbf{A}_{1}, \mathbf{B}_{1}, \mathbf{C}_{0}\right)$, if not, the process begins the process again calculating $\mathbf{A}_{2}$ from $\mathbf{B}_{1}$ and $\mathbf{C}_{0}$ and so on until the convergence is reached.
*Criteria for convergence: The solution must involve the values of $\mathbf{A}$ and $\mathbf{B}$ stabilized for a real positive value in which $\varepsilon$ is arbitrarily small:

$$
\left\|\mathbf{A}_{i+1}-\mathbf{A}_{i}\right\| \leq \varepsilon ;\left\|\mathrm{B}_{i+1}-\mathrm{B}_{i}\right\| \leq \varepsilon
$$

Once $\mathbf{A}$ and $\mathbf{B}$ are found, $\underline{\tilde{G}}$ is calculated in their extended matricial form for the first mode, $\tilde{\underline{G}}_{1,2 \mathrm{C}}=\mathbf{A} \mathbf{X}_{1: 2 \mathrm{ca}}\left(\mathbf{B} \otimes \mathbf{C}^{*}\right) .: \tilde{\underline{G}}_{2 ; 3 \mathrm{cc}}$ and $\underline{G}_{3 ; 1 \mathrm{c} 2}$ are calculated for symmetry.

## Biplot representations

A Biplot (Gabriel, 1971) is a graphical representation of multivariate data. The essential characteristic that differentiates it from the graphical representations associated with classic methods of dimension reduction is that, in this

Table 2. Adjustment difference and increase for the preselected solutions.

| n | $\mathrm{P}_{\mathrm{n}}{ }^{1}$ | $\mathrm{Q}_{\mathrm{n}}{ }^{2}$ | $\mathrm{~K}_{\mathrm{n}}{ }^{3}$ | $\mathrm{~S}_{\mathrm{n}}{ }^{4}$ | $\mathrm{Fit}_{\mathrm{n}}{ }^{5}{ }^{(\%)}{ }^{2}$ | DifFit $_{\mathrm{n}}{ }^{6}$ | Incr $_{\mathrm{n}}{ }^{7}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 2 | 1 | 2 | 5 | 27.6803 | 27.6803 | 1.9237 |
| 2 | 2 | 2 | 2 | 6 | 37.5193 | 9.8390 | - |
| 3 | 3 | 3 | 2 | 8 | 51.9079 | 14.3886 | 1.2608 |
| 4 | 3 | 4 | 2 | 9 | 55.1103 | 3.1024 | - |
| 5 | 4 | 4 | 2 | 10 | 63.3191 | 11.4117 | 1.6710 |
| 6 | 5 | 4 | 2 | 11 | 67.9710 | 4.6519 | - |
| 7 | 5 | 5 | 2 | 12 | 74.8001 | 6.8291 | 1.2426 |
| 8 | 7 | 4 | 2 | 13 | 77.4962 | 2.6961 | - |
| 9 | 7 | 5 | 2 | 14 | 82.9918 | 5.4956 |  |

[^2]case, a joint representation of lines and columns of a data matrix is possible. The Biplot interpretation is based on very simple geometric concepts. In general terms, the similarity between 'individuals' (lines) is an inverse function of the distance between the points representing them. The lengths and angles of the vectors representing the 'variables' are interpreted in terms of variability and covariability, respectively The relations between the lines and columns are interpreted in terms of dot products, that is, in terms of the orthogonal projections of the point's "line" on the vector's "column".

Carlier and Kroonenberg (1996) showed that the graphic representation of the Tucker models could be carried out using the Biplot methods proposed by Gabriel (1971). They formulated two types of Biplot representations for data with three-way structure: the Interactive Biplot (or the Biplot with multiplicative structure) and the joint Biplot. To construct these Biplots, it is necessary to utilize the three-way decomposition associated with the Tucker models.

The interactive Biplot (Bradu and Gabriel, 1978; Cox and Gabriel, 1982; Van Eeuwijk and Kroonenberg, 1998) consists of combining two of the modes ( J and K ), obtaining markers ( $\mathrm{a}_{\mathrm{i}}$ ) for the individuals (lines) and markers ( $\mathrm{d}_{\mathrm{ik}}$ ) for the variables that were concatenated with the conditions (columns). Therefore, this graphic reflects different behaviors among these elements that correspond to the results in the analysis of the link matrix. The interactive Biplot allows for the visualization of the inter-structure of the different data tables.

The joint Biplot (Kroonenberg, 1983) is a $\mathrm{Bi}-$ plot conditional to one of the modes; through the plane $\mathbf{G} r$ the axes of the joint Biplot are rescaled according to their relative importance. Therefore, it provides a faithful visual interpretation of the intra-structure of each Table.

The algorithm to obtain the Tucker-2 model program and the results are elaborated on in the software MABLAB (Version 5, U.S.A.). The results are modifications of the results
presented by Varela (2002) and Baccalá (2004).

## Results and discussion

## Selection of the number of axes

The algorithm requires that the value of the axis to be retained in each mode is determined a priori, the sum of axes to be retained in each mode ( $\mathrm{S}_{\mathrm{n}}$ ), the difference between a previous fit and a further ( DifFit $_{n}$ ) and the increase in the variation are presented in Table 2 along the nine possible solutions resulting from the application of the Diffit method. The solutions ( $2 \times 2 \times 2$ ), ( $3 \times 4 \times 2$ ), ( $5 \times 4 \times 2$ ) and ( $7 \times 4 \times 2$ ) were discarded, as they do not verify DifFit ${ }_{n+1}<$ DifFit $_{n}$ for $S_{n+1}>$ $\mathrm{S}_{\mathrm{n}}$. Among the remaining solutions, the solution ( $3 \times 3 \times 2$ ) was chosen because the relationship between the percentage of variation explained ( $51.9 \%$ ) and the low-dimension of the modes was considered acceptable.

## Extended Link Matrix

The frontal planes of the extended link matrix contain the information corresponding to each environment. The same is shown in matrices $\tilde{\underline{G}}_{1}$ and $\underline{\underline{G}}_{2}$ (Table 3). It is feasible to infer that in both environments, the most relevant relationships are positive and result along the first components of the populations and the traits ( $\tilde{\mathrm{g}}_{11 \mathrm{~K}}$ ), unlike the moderate and opposite relations among the third components of the two modes ( $\tilde{g}_{23 k}$ ), as well as between the second component of the populations and the third of the variables ( $\tilde{\mathrm{E}}_{23 \mathrm{~K}}$ ). This may be deduced from the absolute values and the signs of the homologous elements of the matrices.

Table 4 shows $\tilde{\mathrm{g}}_{p q k}^{2}$ and the proportion of the variation explained by each combination of components. The element $\tilde{\mathrm{g}}_{p q k}^{2}$ of $\tilde{\underline{\tilde{G}}}$ represents the intensity of the relationship between the p-th component of the first mode and the q-th component of the second mode in the k -th condition, and it indicates the extent to which the total variation is explained by the combination of the components p and q for the condition k . It is clear that the most important relationships result among the first

Table 3. Frontal planes of the extended core matrix.

|  | $\underline{\tilde{G}}_{1}\left\{\tilde{\mathrm{~g}}_{p q 1}\right\}^{1}$ |  |  | $\tilde{\underline{G}}_{2}\left\{\tilde{\mathrm{~g}}_{p q 2}\right\}^{2}$ |
| :---: | :---: | :---: | :---: | :---: |
| 10.2607 | 1.8486 | 3.5531 | 8.3808 | 3.0217 |
| -2.0151 | 3.9903 | 3.3061 | -1.3223 | 3.3322 |

${ }^{1,2} \tilde{g}_{p q k}$ : for $\mathrm{k}=1,2$; relationships between the pth components of the populations and the $q^{\text {th }}$ components of the characters in environment $k$.

Table 4. Proportion of variation explained by each combination of components.

| Environment one (Pergamino) |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\tilde{\mathrm{g}}_{p q_{1}}^{2}$ |  |  | Proportion of variation explained |  |  |
| 105.2820 | 3.4172 | 12.6245 | 0.1754 | 0.0057 | 0.0210 |
| 4.0606 | 15.9224 | 10.9303 | 0.0068 | 0.0265 | 0.0182 |
| 1.6661 | 11.2533 | 11.7669 | 0.0028 | 0.0188 | 0.0196 |
| Environment two (Ferré) |  |  |  |  |  |
| $\tilde{\mathbf{g}}_{p q 2}^{2}$ |  |  | Proportion of variation explained |  |  |
| 70.2378 | 9.1307 | 0.3607 | 0.1171 | 0.0152 | 0.0006 |
| 1.7485 | 11.1035 | 8.2218 | 0.0029 | 0.0185 | 0.0304 |
| 1.7564 | 11.1643 | 10.8004 | 0.0029 | 0.0186 | 0.0180 |

${ }^{12} \tilde{\mathrm{~g}}_{p q \mathrm{k}}^{2}$ : for $\mathrm{k}=1,2$; variation explained by the combination of component p and q for the environment k .
components of the populations and variables in both environments. It is therefore evident that the first direction is common for both environments.

The percentages of variation indicate the most important combinations of components, but not the tendency of the relationships. This information results from the signs of the elements of the extended link matrix; the signs of the heavier elements in the components of the matrices A and B. For the elements $\tilde{\mathbf{g}}_{p g k}$ with a positive sign, the combinations ( $\mathbf{a}_{\mathrm{iq}}, \mathbf{b}_{\mathrm{j}_{\mathrm{q}}}$ ), whose result is also positive, will show higher values
of positive relations when they are compared with the combinations of negative categories in the same combination of components (which will show the highest negative relations) as it may be visualized in the Interactive Biplot (Figure 1).

## The graphic representations

The Interactive Biplot, Figure 1, provides the following information: with the exception of the plant height and the ear insertion height


Figure 1. Interactive Biplot. Plane 1-2. Markers for the populations: represented by points. Markers for characters concatenated with environment: represented by vectors. In the environment $k$, for $k=1,2$ : AGR- $k$ : grain width ( mm ); ALTMZ-k: height of ears insertion superior (cm); ALTPL-k: height of the plant (cm); DMZ-k: ears diameter (cm); GRXM-k: grains by meter; LGR-k: grain length (mm); LMZ-k: ears length (cm); PESO-k: weight of 1000 grains (g); PROL-k: prolificacy (ears/plant); REND-k: yield (g).
of environment two, the rest of the traits for both localities contribute to the formation of the first axis of the inter-structure; this indicates that there is no interaction between the environment and these variables. In the first two localities, populations 28, 39, 87, 39, 98 and 102 show very high values for the traits evaluated, which are clearly different from other populations, such as $17,44,47,62$ and 151. The traits for grains per meter, yield and prolificacy show a higher contribution from environment one, and ear length is a trait common to both environments. Regarding the last variable, although the angle forming the vector in environment one corresponds with that of environment two, it is comparatively larger than the other variables, but insufficiently large to be considered a significant difference. However, the angle formed between the vectors of the variables plant height and ear insertion height, corresponding to the different environments, is important. In both cases the vectors are approximately straight; this indicates an unstable behavior regarding the environmental conditions. It is therefore clear that the populations do not have a common structure regarding these variables in the two localities. In environment two, populations 38, 61,86 and 102 present a higher plant height and ear insertion height than the rest of the popula-
tions, while the values in environment one are medium to low. Likewise, populations 3, 15, 22 and 43 , where the highest values are recorded in environment one, presented the lowest values into environment two for both variables. This clearly shows a genotype-environment interaction for plant height and ear insertion. On the other hand, the populations with higher variability are farther from the center of the coordinates in regard to populations.

The entries o accessions 28, 39, 87 and 98 present the highest values in both environments for all of the variables, except for the traits plant height and ear insertion. Populations 39 and 98 show high values for these traits in both environments, while accessions 28 and 87 show the highest values of all of the populations studied with regard to plant height and ear insertion in environment one, but in environment two the values for these two variables were medium.

Population 44 presents the lowest values among all of the entries for all of the traits studied in both environments, with the exception of plant height and ear insertion in environment two. A similar situation is observed in population 151, although the values are not as extreme in comparison to population 44.

Populations 12, 17, 47 and 62 present the lowest values (except for population 44) in grains per meter, yield, prolificacy, 1000 kernel weight and ear length in both environments. Population 47 presents the lowest values within this group. Additionally, low values are observed for plant height and ear insertion in both environments, in the four entries, where the values for population 12 are lower in environment two than in environment one. Populations 17 and 62 , on the contrary, have lower values in environment one than in environment two, and entry 47 presents in environment one the lowest values of the total of all of the populations studied. Populations 17, 47 and 62 have low values in ear diameter, grain length and grain width in the two environments. Entry 12 has low values in ear diameter and medium values in grain length in both environments.

Entries 38, 61, 86 and 102 present high values in grains per meter, yield, prolificacy, ear length and 1000 kernel weight in both environments, and the values of population 102 are the highest of all of the populations studied. This group of populations has low values for ear diameter, grain length and grain width in both environments and in plant height and ear insertion in environment one. These two traits present the highest values of all of the populations in environment two.

Populations 3, 15, 22 and 43 have low values in grains per meter, yield, prolificacy and 1000
kernel weight in both environments and ear length in environment one. The values for population 15 are among the lowest values, presenting a low value for ear length in environment two. The four entries have high values for ear diameter, grain length and grain width in both environments, as well as for plant height and ear insertion height in environment one. On the other hand, they show the lowest values among all of the populations in plant height and ear height in environment two. Accessions 3 and 43 have high values for ear length in environment two, and entry 22 has a medium value.

The categories of populations and traits are represented in the Joint Biplots, Figures 2 and 3 , projected on the components of each of the environments. In environment one, all of the variables, except grain width and grain length, contribute to the formation of the first axis of variability. The traits grains per meter, prolificacy, ear length and yield are highly correlated and demonstrate the highest contribution. To a lesser extent, these four variables are positively associated with ear insertion height (another variable with a high contribution to axis one), and they are nearly independent from grain width and grain length (which show the highest contribution to the formation of the second axis). Therefore, they are essential for differentiating populations regarding this axis.


Figure 2. Joint Biplot - Environment one. Plane 1-2. Markers for the populations: represented by points. Markers for characters: represented by vectors. AGR: grain width (mm); ALTMZ: height of ears insertion superior (cm); ALTPL: height of the plant ( cm ); DMZ: ears diameter ( cm ); GRXM-k: grains by meter; LGR: grain length (mm); LMZ: ears length (cm); PESO: weight of 1000 grains (g); PROL: prolificacy (ears/plant); REND-k: yield (g).


Figure 3. Joint Biplot - Environment two. Plane 1-2. Markers for the populations: represented by points. Markers for characters: represented by vectors. AGR: grain width (mm); ALTMZ: height of ears insertion superior (cm); ALTPL: height of the plant (cm); DMZ: ears diameter (cm); GRXM-k: grains by meter; LGR: grain length (mm); LMZ: ears length (cm); PESO: weight of 1000 grains (g); PROL: prolificacy (ears/plant); REND-k: yield (g).

In environment two, except for plant height and ear insertion height, the rest the variables influence the formation of the first axis. Additionally, ear length has a larger contribution, and it is practically independent of plant height and ear insertion height, both variables that contribute to forming the second axis. Therefore, these two variables present the highest influence in forming population clusters in the two exe.

When the three graphics presented are compared, taking into account the correlations between the populations distances on the correlation corresponding to the interactive Biplot and the distances observed in the Joint Biplots (representing the configurations from each environment, as shown in Table 5) the Interactive Biplot may be considered as a 'consensus' or 'average' configuration.

Table 5. Correlations between configurations of Joint Biplots: A1 and A2, and Interactive Biplot: A1-A2.

|  | A1 | A2 | A1-A2 |
| :--- | :---: | :---: | :---: |
| A1 | 1.00 | 0.77 | 0.91 |
| A2 | 0.77 | 1.00 | 0.90 |
| A1-A2 | 0.91 | 0.91 | 1.00 |

From the results presented, it may be deduced that the environments present a similar structure in the first axis, where the highest variability is projected. On the contrary, the behavior is opposite in the combination of the second axis of the populations and the third axis of the variables. This indicates that the populations and the heavier traits in these components are the most strongly affected by the environment. This situation contrasts with the populations of homogeneous behavior in the two environments and indicates the existence of genotypeenvironment interaction.

Unlike most works related to the study of genetic diversity, the method proposed provides an integral analysis of three-way structure data and represents an important tool for the research of triple interactions. The Ballot representations induced by the model allow for the visualization of the analytic results and for the identification of individuals and variables interacting with the different environmental conditions.

The techniques more commonly used for characterizations using phenotypical markers based on quantitative variables are the analysis of Three-Mode Principal Component Analysis
and Cluster Analysis (Alika et al., 1993; Badea et al., 2008; Brandolini and Brandolini, 2001; Gouesnard et al., 1997; Lucchin et al., 2003; Nghia et al., 2008; Ruiz de Galarreta and Álvarez, 2001). The limitation of these methodologies is that they do not allow for the study of the relations among the configurations obtained in the different environments, the information referred to as the genotype-environment interaction.

A wide majority of the procedures analyzing the relationships among characterizations create correlations using matrices of distances and/ or similarities (Franco et al., 2001; García et al., 2007; Kalita et al., 2007; Lanza et al., 1997; Tar'an et al., 2005; Syamkumar and Sasikumar, 2007), but these procedures do so without providing information on the variables responsible for the discrepancies or concordances between environments.

The methods using additive and multiplicative models for the simultaneous evaluation the populations studied in different tests, according to quantitative variables and estimating the geno-type-environment interaction (Cornelius et al.,

1992; Crossa and Cornelius, 1993; Reeb et al., 2007; Taba et al., 1998), do not enable the identification of the populations that are affected by the environment.

Techniques exist for the study of simultaneously different configurations based on the search of a consensus configuration such as Generalized Procrustes Analysis (GPA), STATIS (Structuration des Tableaux A Trois Indices de la Statistique) and Main Meta-Components (Bramardi et al., 2005; Defacio et al., 2006; Defacio et al., 2007; Faccioli et al., 1995; Lorea et al., 2006; Milbourne et al., 1997; Lopes et al., 2006; Esposito et al., 2007) among others. However, none of these techniques includes the projection of the variables responsible for the consensus configuration in the analysis.

In conclusion, the Three-Mode Principal Component Analysis provides both useful analytic and graphic tools to study and characterize phytogenetic resources, especially when this characterization is based on the study of phenotypical, morphologic and agronomic descriptors where the influence of environmental factors is possible.

## Resumen


#### Abstract

M. Marticorena, S. Bramardi y R. Defacio. 2010. Caracterización de poblaciones de maíz en distintas condiciones ambientales mediante Análisis de Componentes Principales de tres modos. Cien. Inv. Agr. 37(3): 91-103. Se analizaron datos correspondientes a la caracterización de 31 poblaciones nativas de maíz, conservadas en el banco de germoplasma de la Estación Experimental Agropecuaria INTA Pergamino (EEA INTA Pergamino), Argentina, sobre las que se evaluaron 10 variables cuantitativas en dos situaciones ambientales distintas. Esta situación experimental generó datos de tres vías o modos: observaciones de un conjunto de variables sobre un conjunto de individuos repetidas en distintas condiciones. Se concentró la información en un arreglo tridimensional, para luego explorar la estructura del cuerpo de datos empleando "análisis de componentes principales de tres modos", Modelo Tucker-2. Los resultados obtenidos permitieron determinar un grupo de poblaciones de comportamiento homogéneo en los dos ambientes, en cuanto a los caracteres longitud de mazorca, prolificidad, granos por metro, rendimiento y peso de 1.000 granos. En cambio, otro grupo de poblaciones manifestaron la incidencia de las condiciones ambientales, en el comportamiento opuesto reflejado en las variables altura de planta y altura de inserción de mazorca. Esta situación, contrastada con las poblaciones de comportamiento homogéneo en los dos ambientes, es indicativa de la existencia de interacción genotipo-ambiente. Se concluye que el análisis de componentes principales de tres modos es una herramienta importante para la caracterización de recursos fitogenéticos, cuyos valores fenotípicos y agronómicos son susceptibles de ser afectados por condiciones ambientales.


Palabras clave: Banco de Germoplasma, Interacción genotipo-ambiente, Modelo Tucker-2.
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[^1]:    ${ }^{1}$ AGR: grain width (mm). ${ }^{2}$ ALTMZ: height of ear insertion ( cm ). ${ }^{3}$ ALTPL: height of the plant ( cm ). ${ }^{4}$ DMZ: ear diameter $(\mathrm{mm}) .{ }^{5}$ GRXM: grains by meter. ${ }^{6} \mathrm{LGR}$ : grain length (mm). ${ }^{7}$ LMZ: ear length ( cm ). ${ }^{8} \mathrm{PESO}$ : weight of 1000 grains (g). ${ }^{9}$ PROL: prolificacy (ears/plant). ${ }^{10}$ REND: yield ( $\mathrm{kg} / \mathrm{ha}$ ).

[^2]:    ${ }^{1} \mathrm{P}_{\mathrm{n}}$ : number of axes to retain in the first way. ${ }^{2} \mathrm{Q}_{\mathrm{n}}$ : number of axes to retain in the second way. ${ }^{3} \mathrm{~K}_{\mathrm{n}}$ : amount of axes to retain in the third way. ${ }^{4} S_{n}=P_{n}+Q_{n}+K_{n} .{ }^{5} \mathrm{Fit}_{\mathrm{n}}(\%)$ : percentage of variation explained by the solution $(\mathrm{P} \times \mathrm{Q} \times \mathrm{K})$. ${ }^{6}$ DifFit : difference between each adjustment with the previous one (DifFitn - DifFit ${ }_{n-1}$ ). ${ }^{\top}$ Incr: increase in variation (DifFit ${ }_{\mathrm{n}} /$ DifFit ${ }_{\mathrm{n}+1}$ ).

