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Abstract. A statistical comparison of feature selection methods is per
formed. Feature selection is an important issue in Data Mining and Data 
Science, and a comparison of the results obtained from different meth
ods is hard to be performed. Then, the evaluation of metrics and ways 
of comparisons is an important matter of study. Our study is performed 
on a real dataset previously analyzed in the literature containing a small 
number of records, drawing the attention on the conclusions to be applied 
where poor statistical confidence levels of significance can be obtained 
because of a relative low number of samples are present. The use of inter 
rater agreement coefficients is introduced as a novel approach extending 
a previous study. Boruta and tree-based methodologies perform rather 
well even in small data as it is shown. Our metrics can be used to guide 
the expert opinion in order to take the final decision. This work extends 
the results obtained in a previous analysis performed on the mentioned 
dataset.
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1 Introduction

Feature selection is a quite important issue in Data Science for the sake of di
mensionality reduction in order to improve the machine learning algorithms on 
one hand, and of correlation between attributes discovering on the other. Despite 
several methods has been developed as it will be explained below, there is a lack 
of metrics in order to help what method to choose in a particular problem. Due 
to the diversity of problems and datasets, a general list of metrics for comparison 
is also hard to be found. There have been some attempts in the literature in order 
to find metrics for comparison without a conclusive result, see for example [2], 
Despite of that, there are important conclusions obtained from feature selection 
studies, like those presented in [8], The last issue is quite important to be high
lighted, since discovering the main subset of features and their correlations raises 
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to improve the knowledge domain. We specially want to draw attention to that, 
since feature selection is usually used for dimensionality reduction, as discussed 
in [8], The knowledge domain is a quite important issue in Data Science, the 
opinion of experts is pretty relevant as to guide the algorithms and to help the 
interpretation of results, as discussed in [7] and [6], Then, finding some metrics 
that helps to compare and evaluate the performance of different methods ap
pears to be successful as to help the experts to achieve conclusions. The research 
in this area is mainly performed on synthetic and controlled datasets and little 
has been performed on real datasets where managers have to take important 
decisions. Our study is focused then on a real dataset which has been analyzed 
in [7] where the authors arrive to an important conclusion. Despite our study 
supports the conclusions achieved there, the detailed analysis presented in this 
work allows to think on other possibilities, leaving the final decision to experts, 
though with important information they can be taken into account. Despite the 
predictive validity, which is usually used to measure the performance of a subset 
of features, we introduce the analysis through inter rater agreement coefficients 
to compare the order of precedence of the features selected by each method. 
Those coefficients were also introduced in [2] though on a synthetic dataset. The 
necessary amount of data in order to achieve a good level of confidence is also a 
relevant issue in feature selection. Since the dataset analyzed here is composed 
of 500 records, our results show that a conclusive analysis of comparison and 
performance can be made even in a small data problem. Since the output vari
able is a numeric integer, the inter rater agreement coefficients are used both, to 
measure the performance on one hand and to compare the order of precedence of 
features on the other. The aim of this work is to draw the attention that despite 
there is not a unique feature selection method that performs the best, there ex
ists however some important tools useful in order to guide the expert opinion. 
Despite we are not able to extrapolate our results to other cases, the analysis 
may help to similar studies, and this work can be considered as an extension 
of the analysis presented in [7], All of our calculations have been performed in 
R language, the specific functions used in this work are listed in the following 
sections.

This work is organized as follows: An introduction to feature selection meth
ods is presented in section 2, the dataset we use is detailed in section 3, the 
methods analyzed in this work are listed in section 4, the experiments performed 
and the results are shown in section 5, the inter rater agreement coefficients are 
explained in section 6, results obtained from cross validation are presented in 7, 
a statistical comparison of the methods analyzed are presented in section 8, a 
discussion on the results obtained are developed in section 9, finally, conclusions 
are presented in section 10.

2 Feature selection

Feature selection methods attempt to select features that carry most of the 
information of the target variable, and the features in the selected set should be 
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independent the more possible in order to avoid redundancy of information in 
the given set. The metrics used in order to measure the connection between each 
feature and the target determines the method. Feature selection algorithms can 
be grouped in three different categories:

2.1 Filter Methods
Filter methods are generally used as a preprocessing step. The selection of fea
tures is independent of any machine learning algorithm. Instead the features are 
selected on the basis of their scores in various statistical tests for their corre
lation with the outcome variable. Some common filter methods are Correlation 
metrics (Pearson, Spearman, Distance), Chi-Squared test, Anova, Fisher’s Score 
etc.

2.2 Wrapper Methods
In wrapper methods, a model is trained using a given subset of features. Based 
on the inferences drawn from the previous model, features are added or removed 
from the subset. Forward Selection and Backward elimination are some of the 
examples for wrapper methods.

2.3 Embedded Methods
These are the algorithms that have their own built-in feature selection methods. 
LASSO regression is one such example.

3 Dataset

We use the Las Vegas dataset previously analyzed in [8], The analysis on this 
dataset appears to be quite interesting since it has just 504 records, what can be 
considered as a small data problem. The output variable is the Score assigned 
to hotels. Data were collected from the Authors of [8] from Trip Advisor, com. 
Features are listed in table 1, see [8] for details.

In the mentioned reference, using a DSA (Data sensitivity analysis) with a 
Support Vector Machine learning procedure, what is itself a wrapper method, 
the authors conclude that qualifications in TripAdvisor obtained for the hotels 
are determining to choose the hotels by the customers due to the reviewing 
variables are two of the most relevant.

The order of importance of features selected according to [8] is shown in Fig. 
1.

4 Methods Analyzed

4.1 Filtered
ji-square test of independence The ji-square test of independence can be 
used as a first approach in order to evaluate feature correlation with the output 
variable.
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Member registered year Date (year) Year the user has registered in TripAdvisor

Table 1. List of features

Feature name Data type Description

Username
User country
Nr. reviews
Nr. hotel reviews 
Helpful votes 
Score
Review date
Review text
Review language 
Period of stay 
Traveler type

Categorical Username as registered in TripAdvisor
Categorical User’s nationality
Numerical Number of reviews
Numerical Total hotel reviews
Numerical Helpful votes regarding review’s info
Numerical Review score 1 2 3 4 5
Date Date when the review was written
Text Textual content of the review
Categorical Language of the review
Categorical Period of stay: Dec-Feb Mar-May Jun-Aug Sep-Nov 
Categorical Business couples families friends solo

Pool
Gynr
Tennis court
Spa
Casino
Free internet
Hotel name
Hotel stars
Nr. rooms
LTser continent 
Member years 
Review month 
Review weekday

Categorical If the hotel has outside pool
Categorical If the hotel has gym
Categorical If the hotel has tennis court
Categorical If the hotel has spa.
Categorical If the hotel has a. casino inside
Categorical If the hotel provides free internet
Categorical Hotel’s name
Categorical Hotel’s number of stars
Numerical Hotel’s number of rooms
Categorical Continent where the user’s country is located
Numerical Number of years the user is member of TripAdvisor 
Categorical Month when the review was written (from review date) 
Categorical Day of the week the review was written (from review date)

Fig. 1. Features selected in [8]
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OneR The One rule feature selection method is one of the simplest criterion. It 
assigns the most frequent class of the output variable for each value of the pre
dictor and order the predictors according to the root mean square error (RMSE). 
Despite there is a classification technique involved in this method, since a single 
performance metric is considered for each attribute separately, we can straightly 
compare this method with the ji-square test of independence. Then, we consider 
this method as a filtered one.

Near zero variance This simple criterion is implemented in order to eliminate 
constant and almost constant predictors across samples. It is based in a logical 
common sense that a near zero variance predictor has poor discriminant power.

4.2 Information Gain

The metric used by this method in order to measure the connection between 
a predictor and the target variable is the Mutual Information, an extensive 
explanation and application of this method can be found in [1],

4.3 Wrapper Methods

Wrapper methods considered here are based on decision trees and their variants, 
see for example [3] and [5],

ctree This is a tree based method that uses the entropy as a measure of impurity.

CART A tree method based on the Gini impurity.

Random Forest This is also a tree based algorithm that extends a previous 
concept of bagging of trees by randomly selecting a subset of features (feature 
bagging). Features highly correlated with the output variable will be selected in 
many of the B trees.

Boruta The Boruta algorithm is based on random forest. It adds another order 
of randomness by creating shuffled copies of all features (shadow features), then 
it chooses features having more importance than the best of the shadow features.

4.4 Embedded Methods

Lasso The lasso ((least absolute shrinkage and selection operator) method is a 
penalized version of the least sum of squares method, it adds the penalty term 
A \Pj\ to the RSS. This term allows the coefficients Pj to become zero,
selecting this way a given subset of features.
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Table 2. R functions

Method function

ji-square
OneR
Near zero Var.
Information Gain
ctree
CART
Random Forest
Boruta

chisq.test
OneR

nearZeroVar
information, gain

trainf..., method=”ctree”,...)
rpart

random.forest. importance

lasso

Boruta 
model, matrix 
data, matrix 

cu. glmnet

4.5 R functions

We list in table 2 the R functions we have used to implement each of the men
tioned feature selection methods.

The implementation of lasso deserves an explanation. Since the dataset is 
composed by a few number of records, lasso gives an all zero result because a 
poor level of confidence. Then, we apply the model.matrix function on the factors 
attributes in order to divide each factor according to group of values, as shown 
also in Fig. 4 below.

5 Experiments

We show in this section all the results obtained by implementing the mentioned 
methods, all the calculations were performed in the R language. The figures show 
the relative order of importance of the features. Filter methods are show in Fig. 
2, wrapper methods are shown in Fig. 5 and lasso coefficients are shown in Fig. 
4.

6 Inter rater agreement coefficients

Inter rater agreement coefficients are intended to evaluate the agreement between 
rankers who assign subjects to categories. Then, they can be used in order to 
compare the ordered subset of features selected from each method. We explain 
below the coefficients used in this work.

6.1 Cohen-Kappa

Cohen’s kappa coefficient compares the observed probability of disagreement of 
two raters to the probability of disagreement expected by chance. Let be the
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(a) Ji-square (b) OneR

(c) Near Zero Variance (d) Information Gain

Fig. 2. Filter methods.
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(a) Ctree (b) CART

Fig. 3. Wrapper methods.

(d) Boruta

Fig. 4. Lasso coefficients
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proportion of subjects that were assigned to the zth category by the first rater 
and to the jth category by the second rater, and pi = Pj = YliLiPiJ
the corresponding marginals. The weighted Cohen-Kappa statistics is defined as:

Em v^tyl v^tyl v^tyl
_ i=lLj=l wijPij ~Li=lLj=l wijPi Pj . .

1 - Li=i LJ=i WijPij

The unweighted kappa is obtained as a special case of kw with wy = 1 for 
i = j and wy = 0 for i / 3. In case the m categories form an ordinal scale with 
numerical values 1, 2, • • •, m, weights can be set by: wy = 1 — (z — j)2/(m — l)2, 
and kw can be interpreted as an interclass correlation coefficient.

6.2 Fleiss-Kappa

Let N be the total number of subjects, n the number of ratings per subject 
and k the number of categories. Let ny represents the number of raters who 
assigned the zth subject to the jth category. The proportions of assignments to 
the 3 category is given by:

1 "

Let Pi the proportion of agreement for the zth subject computed as the propor
tion of the rater-rater pairs in agreement:

1 k
Pi = n _ ij 52 nb' (nb - !) (3)

and the mean:
1 N

P=N^P- W

The probability of coincidence by chance is computed as the proportion (2):

P (coincidence^) = Pj (5)

then, the total probability of coincidence by chance results:

a = (6)
t=i

The Fleiss-Kappa coefficient is then defined as:

P-Pe
1-Pe

(7)
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6.3 Kendall’s T{,

The Kendall’s tau_b coefficient for two sets of ordered pairs with ties is given 
by:

____________ 2Ve-2Vd____________
Tb V(< + + Tx) (Nc + Nd + Ty)

where Nc and Nd account for concordant and disconcordant pairs, Tx denotes 
the number of pairs tied for the first response variable only and Ty denotes the 
number of pairs tied for the second variable only.

Table 3. R functions

Coefficient /unction

Cohen-K appa cohen. kappa 
Fleiss-Kappa kappam.fleiss 
Kendall’s Tb tau_b

The interest in using this coefficient comes from the fact that it takes into 
account the order in the sets of pairs. It is specially useful in order to compare 
the order of precedence assigned to the features by each method.

Functions implementing the mentioned coefficients are listed in table 3.

7 Cross-validation

Wrapper and embedded methods allow to measure the efficiency of the selected 
features through a cross-validation process. The same algorithm used to remove 
irrelevant features is evaluated by means of its predictive validity. Since the out
put variable Score is a numerical integer, these coefficients are not just used to 
compare the subsets of selected features but also to evaluate the performance.The 
accuracy is measured using different metrics: the R-square coefficient of deter
mination, rsq = 1 — where rss is the residual sum of squares and tss is the 
total sum of squares, the Fleiss-Kappa and Kendall’s ti, inter rater agreement 
coefficients.

As another way of comparison, a linear predictive model was built with the 
five first selected features ordered according to the importance established by all 
the considered methods. Results of applying those metrics are shown in Fig. 5.

8 Statistical Comparison

For the sake of comparison, we compare the agreement in the order of features 
assigned by each method using the inter rater agreement coefficients mentioned
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(a) Linear regression

Fig. 5. Predictive validity.

■ rsq ■ Fleiss-Kappa Kendall's tau

(b) Algorithm

before and the R-square coefficient of determination. The use of inter rater agree
ment coefficients on synthetic data, has been previously analyzed in [2], The ap
plication of the Cohem-Kappa coefficient in feature selection in order to measure 
the performance of a. fuzzy criterion was presented in [9]. Results of comparison 
are shown in Fig. 6.

■ kappam.fleiss
■tau_b

unweighted
■ weighted
■ rsq

Fig. 6. Inter-rater agreement.

9 Discussion

From the results shown above, we can highlight the following remarks:
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1. Boruta-Random.forest, ctree-CART and ji-square-info.gain are the methods 
that agree the most.

2. Features selected by Boruta, ctree and CART methods reinforce the study 
presented in [8] in the way that reviews from Trip Advisor members strongly 
influences decision of tourists in choosing the hotel.

3. Inter rater agreement statistics appears to be a good metrics in order to 
compare feature selection methodologies.

4. Inter rater agreement coefficients show poor predictive validity performance 
for all the methods. The Fleiss-Kappa coefficient indicates the poorest per
formance, being negative in most of the cases. This requires an extensive 
analysis regarding what is really considered as agreement due just to chance, 
as discussed in [4],

5. The predictive validity performance using a linear regression model using 
the first five features selected by each model is poor for all the models, being 
the poorest performance for the ji-square test of independence.

6. The weighted Kappa coefficient shows more agreement between methods.
7. Since it takes into account the selected order of features, the ti, coefficient 

appears to be a good metric in order to compare feature selection methods.
8. Mutual information measure (Information Gain) agree with the ji-square 

test of independence.
9. We have worked on a real dataset.

10. Lasso method does not work well with a relative small quantity of data and 
its result does not agree with any of the other methods.

11. Though the simplicity of the method, the features selected by the near zero 
variance reflects that the most variability is achieved by attributes related 
to fun and recreation. A low variability shows an almost equally spreaded 
yes/no responses. Since those features are not considered as relevant by the 
other methods, variations in their values do not follow variation in the target 
variable. However, some expert may decide to take into account this set of 
features according to his/her experience.

Despite we are not able to extrapolate our conclusions to a more general case, 
our analysis allows to evaluate the behaviour of several tools of feature selection, 
including not just some methods but metrics for comparison and performance 
evaluation. We have then performed a more detailed study on this dataset than 
that presented in [8], though arriving to the same conclusions, reinforcing this 
way that previous analysis.

10 Conclusions

An extensive analysis of feature selection methods and metrics for comparison 
was presented. We have applied those tools to a dataset previously analyzed 
in the literature. Our study supports that previous conclusions about hotels 
in Las Vegas are chosen mainly based on information appeared in Trip Advisor 
regarding reviews by members. The analysis presented is also important in order 
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to evaluate the tools behaviouring in a small data problem. The use of inter 
rater agreement coefficients as a metric for comparison in a real dataset was 
introduced. Fleiss-Kappa, weighted and unweighted Cohen-Kappa and Kendall’s 
Tb were analyzed this way. Our study intends to show how to build a feature 
selection framework in order to guide the expert opinion or managers who have 
the final decision. We are developing a similar study on other datasets in order 
to extend the present analysis, results will be presented in future publications.
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