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Abstract. In this paper we model the segmental duration of Spanish
spoken in Buenos Aires, considering its application in a text-to-speech
system. The work was performed on two hand labeled databases. We use
artificial neural networks as predictor, and all the input features can be
extracted automatically from the speech text. We experimented with a
neural network for all phonemes and one neural network for phoneme.
In both cases the results are very promising for the two databases used.
The order of importance of input features revealed to be different for
each of the methods tested and different according to the speaker style.

Keywords: Phone duration prediction, Prosody prediction, Text-To-
Speech.

1 Introduction

Segmental duration refers to the time period in which a given segment of speech
is produced. Duration is the second most important parameter in speech natural-
ness, after fundamental frequency. If we want to perceive a sentence as natural,
all different segment durations must bear some relationship. Both segmental du-
ration and pause locations determine the measure of speech rate. Duration is
also the main acoustic correlate of perceived rhythm.

Different speech segments have been proposed as units for analysis: phonemes
[10], diphonemes [27], triphonemes [15], syllables [7], group inter-perceptual cen-
ter [1], and words [6].

Besides, some authors emphasize the sparse character of features affecting
segmental duration [30]. For this reason most models identify the feature with
more influence, and then try to use this reduced set as input parameters [36].

In a pioneering work, Klatt [17] presents a model of speech production. From
this approach, we can identify several factors that affect segmental duration:

1. Extralinguistic factors, such as moods or regionalism. For example, in the
Spanish spoken in the province of Cordoba, Argentina, there is an increased
duration in the pre-accented syllable.

2. Speech-related factors, such as the position of the segment within a para-
graph.

3. Semantic factors. In this sense, the same word has different lengths depend-
ing on the meaning it holds in the sentence.
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4. Syntactic factors, such as pre pausal lengthening.

5. Factors related to the words, as the elongation of the phones at the end of
the word.

6. Phonological/phonetic factors, which include the inherent duration of each
phoneme, and the accented character or not.

7. Physiological factors such as inherent duration of each sound and its incom-
pressibility. For example, a phoneme with a greater opening will correspond
to a longer duration.

Similar factors have been postulated and accepted for Spanish. The first work
dealing with segmental duration dates from 1918, with Navarro Tomas’s work
[33]. Later on, we can find publications about duration and timing [5], and others
works that analyze large databases to extract rules that determine the duration
of the phonemes [22]. In [12] they proposed that Spanish consonants change
their durations for three reasons: the accent, syllable position, and position in
the audio unit. Similarly, in [23] it is stated that a vowel in a prepausal position
increases its duration compared to the same vowel at a position not prepausal.
It is also proposed that a vowel in an open syllable also increases its duration
with respect to the same vowel in a closed syllable. In [24] the results of analysis
of the duration of some phonemes in Spanish are presented, and their results
underline the effect of phonetic context on the duration change, as well as the
inter-speaker variability. Later, in [25] they claim that in Spanish phones at the
end of an intonation group suffer a systematic lengthening, and that duration
increment depends on sentence type.

As mentioned before, one of the first duration models most widely used, was
designed by Klatt for English [17]. This model could be represented by Eq 1,
which is successively applied from an initial period, for different values of k;
representing the contributions of different factors that influence the duration of
the segment seg. In Eq 1, Dpyin seq is the minimum duration for the segment
seg, and D, ; is the length of the segment obtained in the ¢-th application of
the equation.

Dseg,i = Dmin,seg + kz (Dseg,i—l - Dmin,seg) (1)

Features or characteristics that are proposed as factors influencing the du-
ration include: phonetic context; position in the sentence; accent; speech rate;
word size; and syllable type.

A set of models, known under the name of Sum of Products [30], combines
features from Eq 2, where S; ; represents the joint contribution of the factors i
and j to the length of segment seg.

Dyeg = Z H S;,j(seg) (2)

As can be seen, for a given set of factors or features, we will have a set of
potential models. For example, in the model presented in [30] it first carried out
a grouping of the segments and then a model sum of products for each group is
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applied. As a result, this generates a model for a series of vowels and consonants
models. Among the features used we can include: tonal accent; syllabic accent;
phonetic identity and context; number of consonants before the vowel in the
word; number of syllables to the end of the word; and position in the sentence.

For Spanish, in [10] it has been proposed a neural network, multilayer per-
ceptron type, to predict the duration of phonemes. Inputs are: phoneme identity
and context; accent information in a 5 phonemes window; tonal accent of the
syllable; function or content word; type of sentence; position of the phoneme
within the syllable; position of the syllable within the word; position of the word
in the sentence; number of phonemes within the syllable; number of syllables
within a word; number of words in the sentence; and distance at the beginning
and end of the sentence.

In [16] it is proposed to model the phonemes duration using a technique of
case-based reasoning. As input to the system, the identity of the phoneme in
question and its context, and the position of the phoneme within the accent
group, were used.

In the remainder of this paper we focus on the prediction of phone durations
for Spanish, according to the SAMPA alphabet [13]. Also it is included in this
task the duration of pauses. This paper is organized as follows: First, we present
the databases. Second, the predictor and the input features are detailed. Then
we present the results, discussion and finally the conclusions and future works.

2 Databases Definition

We use for our experiments two databases in Spanish, recorded by two profes-
sional female announcers, natives of Buenos Aires.

The first one, which we call DB1, was created with the aim to study the
prosody [14]. Its text corpus consists of 741 declarative sentences extracted from
Buenos Aires Argentine newspapers. The sentences contain 97% of all Spanish
syllables, in both stress conditions and all possible syllabic positions within the
word. Recordings were made in a sound proof chamber, with an AKG dynamic
microphone and 16 Khz/16bit sampling rate conversion. The speaker was in-
structed to read the sentences with natural tonal variations. The speech material
collect was of approximately 40 minutes.

The second database was created to be used in a text-to-speech system, and
we call it DB2. The DB1 text corpus was used as basis, supplemented with new
sentences with coverage’s purpose: follow the distribution of diphonemes, with
a minimum of five occurrences. Also, we included 200 interrogatives sentences.
The corpus contains 1593 sentences, about 90 minutes of speech.

For the two databases, each sound file was manually labelled twice, by musi-
cally trained speech therapists who distinguished prosodic occurrences as into-
national groups and accents. The files were labelled in different tiers: phonetic,
orthographic, break levels between words, and tonal marks according to an ex-
tended ToBI method for Argentine Spanish. Parts of speech and syntactic layers
were also indicated.
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3 Prediction of phone duration

3.1 Predictor

We use an Artificial Neural Network (ANN)! as predictor, and we make exper-
iments with two network topologies: using one network for all phonemes and
one network for each phoneme. The networks inputs were coded according to
Cordoba et al. (2002) proposal. For the logic inputs we used a binary encoding.
For the categories we use a coding one of n. For entries with ordinal values we
implement a percentage coding. From the available data, 60% was used to train
the network, 20% to find the peak of generalization by validation, and the re-
maining 20% to test the network. We use five set cross-validation, and we test
the predictor performance with the Root Mean Square Error (RMSE) and the
Mean Absolute Error (AE), two commonly used measures in this task. Neural
networks used had one hidden layer with sigmoid activation function, and an
output layer with linear activation function. The training of each of the net-
works was performed using the Levenberg-Marquardt algorithm with a learning
parameter p = 0.1, ¢ = 10, and the stopping criterion was a minimum gradient
of 10729 or 10000 iterations. The number of neurons in the hidden layer was
optimized for each of the models proposed.

3.2 Input features

In Table 1 we list the inputs features to predict the phone and pause durations.
We also indicate the dimension of each of the inputs for DB1 and DB2

Table 1. Input features description.

Feature Phones Pauses # DB1 # DB2
Identity of two phones before and two after X X 30 30
Articulation type of two phones before and two after X X 5 5
Sound type of two phones before and two after X X 5 5
Part-of-speech to which it belongs [34,35] X 15 26

Part-of-speech of words before and after X 15 26

Does it belong to a lexical stressed syllable? X 1 1
Does it belong to a prepause syllable? X 1 1
Does it belong to a monosyllable word? X 1 1
Number of syllables from the sentence beginning X 1 1
Number of syllables from the sentence end X 1 1
Number of syllables containing the word to which it belongs  x 1 1
Number of pauses before and after X 2 2

When we used a single network for all phonemes, the input dimensions were
213 for DB1 and 222 for DB2. In the case of using a one network for each

! For the experiments we used the library MatLab Neural Network (©The MathWorks,
Inc., v. 7. http://www.mathworks.com
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phoneme, the input dimensions were 182 for DB1 and 192 for DB2. For pause
durations prediction, the input dimensions were 192 for DB1 and 214 for DB2.

3.3 Experiments and results

Features selection As we presented in the introduction, there is a wide variety
of studies that try to identify and quantify factors affecting segmental duration.
Even some of them contradict each other [21]. These studies generally try to
shed light on the factors affecting the duration of groups of phones, for example,
separated into vowels and consonants, or by some phonetic, phonological or
articulatory classification. Instead, we propose to focus on each of the phonemes
[34].

An interesting work appears in [11], where they try to discover what factors
affect the phone durations. An ANN as predictor and input features used by
these authors are similar and/or equivalent to the setup used in present work.
The experiments consisted on feeding the ANNs with different subsets of possible
inputs, in order to find a group of features that provide the best performance.
Paradoxically, the best result was obtained using all the factors proposed. An
exhaustive search of this type has a high computational cost, having to make
2" (where n is the number of features to be analyzed) experiments to find the
optimal set. In our case, would be 2!? = 524, 288 experiments for each phoneme,
i.e. a total of 15,728,640 tests. Not counting the repetitions to eliminate the
effect of initializing the training algorithm and experiments required to find the
most suitable network topology for each situation.

Another way to solve this problem is to use a predictive tool to select auto-
matically the best features set, whether intrinsically during training process, or
a posteriori using some pruning method. CARTs (Classification and Regression
Trees) are well known for their ability to perform the input selection [28], but
have proved to be less effective than the ANNs to predict segmental duration
[29], which we could confirm in preliminary tests in our database. For example,
for phoneme [i] from DB1 database, RMS errors of 11 ms versus 25 ms were
obtained for ANNs and CARTSs respectively.

Using an ANN, we can try any of the following way [18]:

1. Make a selection of significant features based on some analysis of dataset
[2,31].

2. Use a training algorithm that eliminates the input neurons do not contribute
to solve the problem [8].

3. To train the network with all inputs, and then perform a pruning of input
nodes, or directly, based on the weights of the network to determine the
inputs that are not useful [19]. In all cases, after these operations we must
retrain the network.

At a quick glance, options number two and three are the most interesting,
since everything is limited to work on the neural network. Nevertheless, these
techniques have great difficulties, such as having a high computational cost.
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a) Next phoneme ] b) Next phoneme
Previous phoneme ] Previous phoneme
Number of syllable beforef ] Next next phonemef—— ]
.~ Next next phoneme Number of syllable afterf ]
Previous previous phoneme ] Previous previous phoneme
Number of syllable after Nex tsound
Nex tsound ] Next articulation
Previous soundf ] Stressed
Number of word syllable Number of syllable before
Previous previoussoundf ] Accent
ext articulation Next next sound
. . . oS ] Next next articulation ]
Previous previous articulation Number of word syllable
Nextnextsoundf ] Previous articulation
Next next articulationf ] Previous sound
Previous articulatonp ] SE_J
Stressed Previous previous sound ]
Accent 1 re—pause ]
Pre-pause ] 1 Previous previous articulationf ]
Monosyllable 1 Monosyllable t
0 1 2 3 0 0.2 0.4
Entropy Mutual Information
°) Next phoneme 3 d) Stressed J
Previous phonemef ] 1 Pre-pausef ]
Number of syllable beforef ] CAccentf ]
Nextsoundf ] Next articulationf ]
Next articulationf ] Next phonemef ]
Next next phonemef ] Nextsoundf ]
Number of syllable afterf ] Next next phonemef ]
Previous previous phonemef ] Previous phonemef ]
Stressed ] Number of syllable afterf ]
Next next sound_] Next'next sound| ]
Next next articulation ] Next next articulationf ]
Accentf ] Previous previous phonemef ]
Previous articulation ] Previous articulation ]
Number of word syllable ] Monosyllablef ]
POS ] Number of syllable beforef 1
Pre-pause ] Number of word syllable ]
Previous sound ] POS| ]
Previous previous articulation ] 1 ) Previous sound |
Previous previous sound ] 1 Previous previous articulation ]
Monosyllable tl Previous previous sound t__1
0 0.5 1 1.5 0 0.1 0.2
X2 Information gain

Fig. 1. Features ordering according to their importance, obtained by the methods
described in a) [9], b) [2], ¢) [20], and d) [31], for phonene [i] extracted of DB1.

Moreover, in our case some of the features are encoded in more than one input
node, and thus debunks many of the assumptions involved in the application of
these techniques.

Option number one is the most practical. For a review of the proposed meth-
ods, see [4]. In different works, like [3], comparisons of different methods of sort-
ing the entries by their importance have been presented. These works reflect one
of the main disadvantages of this approach: not all evaluated methods give the
same order, and their performance depends on the problem at hand. In addition,
a set of input features may be optimal, according to some criteria, but fail when
used in a particular forecasting system. That is, the features that best solve the
problem when using CARTS, are not necessarily the same as when using neural
networks. Another drawback is that these methods should infer the importance
from training data set, which can be sparse or poorly conditioned [30], making
it a difficult or impossible task.

For example, we implemented the methods of ordering the variables according
to their importance, given by: a) [9], b) [2], ¢) [20], d) [31]. In Figures 1 and 2, we
present the results obtained when applying these methods to phonemes [i], from
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a)  Number of word syllable b) Next phoneme ]
Number of syllable after Nextnextphonemet ]
Number of syllable before Previous phonemef ]
Accent Stressedp ]
Next phoneme —] Nex{ nﬁxt sio;;nd S—
Previous phoneme ext articulation ]
~ Next next phoneme— , " Nex tsound ————1
Previous previous phoneme ] Previous previous phonemef ]
Previous soundf— Next next articulation
i Nex tsound Pre-pausef ]
Previous previous soundf ] Previous sound ]
POS Previous articulation ]
Next articulationf ] Previous previous soundf ]
Nextnextsoundf ] Previous previous articulation ]
Previous previous articulation St
ext next articulationf ] Monosyllable Fl
Previous articulation Number of word syllable
Stressed ] Number of syllable after
Monosyllable ] Number of syllable before
Pre—-pause ] Accent
0 1 2 3 0 0.1 0.2
Entropy Mutual Information
<) Next phoneme I d) Pre—pause ]
Next articulatonf | 1 Stressedp ]
Nex tsound Next next soundf ]
Next next phoneme Next articulation |1
Previous phonemef ] Next next articulationf ]
Next next sound Next phoneme
Next next articulation Nex tsound
Stressedf 1] Next next phoneme
Pre-pausef ] _ Previous phoneme | ]
Previous previous phoneme Previous previous phoneme ]
Previous articulation ] Previous articulation |
. Previous sound ] Monosyllable ]
Previous previous sound || Previous sound |]
Previous previous articulation [ 1 Previous previous sound ]
POS H 1Previous previous articulation |]
Monosyllable 1 POSH
Number of word syllable 1 Number of word syllable
Number of syllable after 1 Number of syllable after
Number of syllable before 1 Number of syllable before
Accent k| Accent
0 02 04 06 0 0.1 0.2 0.3
X2 Information gain

Fig. 2. Features ordering according to their importance, obtained by the methods
described in a) [9], b) [2], ¢) [20], and d) [31], for phoneme [i] extracted of DB2.

DBI1 and DB2 database, respectively. In all these graphs, the features are sorted
in descending importance, from top to bottom. By comparing Fig. 1 and 2, we
see that the methods do not assign the same importance to features extracted of
each database. As an example, look at the feature labeled as Pre-pause, which
indicates that the phone under analysis belongs or not to a word that is found
before a pause. The work of [23] shows that it strongly influences the phone
durations, but among all the methods tested, only the measure of Information
Gain (Fig. 1. D and 2. D) [31] assigned it a high importance. On the other hand,
in this method the size of the word is not an important feature, which contradicts
previous work [17].

Segmental duration prediction In Table 2, we show the results obtained
to predict the phone durations, using one network for all phonemes and one
network for each phoneme, for the databases DB1 and DB2. This table also
included the number of occurrences of each phoneme. We use all input features
listed in Table 1. The number of neurons in the network hidden layer used to
predict all phonemes was set empirically at 12 and 10, for databases DB1 and
DB2 respectively, and the value for each phoneme is detailed in Table 2.
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Table 2. Results of model phone durations, in milliseconds.

# phones One net for all One net for each phoneme
SAMPA DBI1 DB2 DBI1 DB2

DB1 DB2 |[RMSE AE|RMSE AE|# Neurons RMSE AE|# Neurons RMSE AE

All  |27050 65769 26 18| 20 15 - - - - -
i 1284 3159 | 23 17| 19 14 9 22 17 10 20 15
e 3418 8638 | 23 17| 18 14 30 25 19 8 18 12
a 3580 8346 | 27 19| 22 16 10 26 19 8 21 15
o 2395 6132 27 20| 23 17 21 28 20 3 21 14
u 744 17441 22 17| 20 15 8 25 14 8 21 15
j 847 1862 | 33 21| 23 17 10 26 17 9 21 16
w 395 795 24 18| 22 18 7 27 21 23 21 16
1 1776 3724| 27 19| 20 13 7 26 19 14 14 10
m 738 1844 | 27 18| 19 13 10 32 22 3 15 10
n 1742 4473 | 31 22| 25 18 14 35 25 15 15 9
N 131 258 40 26| 24 18 3 35 28 27 14 9
B 372 1239 17 12| 14 10 8 20 12 12 15 11
D 482 2154 20 13| 17 12 7 20 14 30 16 12
G 223 579 19 14| 20 15 6 20 13 19 19 14
b 305 350 23 18| 19 13 27 260 19 8 18 12
d 657 803 22 14| 17 12 22 15 12 4 15 11
g 101 84 21 18| 10 8 8 23 18 5 27 18
r 1532 3730 16 11 15 11 14 22 15 5 9 6
R 318 462 34 24| 20 15 12 33 30 5 22 16
Z 101 254 15 11 16 12 7 21 17 23 18 14
h 639 1870| 19 15| 19 15 21 21 16 3 9 4
P 731 1764| 22 16| 16 12 28 26 19 5 17 12
t 1293 3161 20 16| 15 11 3 21 15 25 16 12
k 1028 2582 19 15| 14 11 18 22 17 10 14 11
H 106 198 20 17| 15 12 4 20 17 8 19 15
S 1505 4364 | 35 27| 27 18 11 37 26 5 16 10
f 308 705 31 23| 17 13 28 34 26 14 20 15
X 203 223 21 171 19 15 9 25 29 21 24 18
C 96 272 32 23| 17 13 14 36 24 18 18 14
Min 96 84 16 11 10 8 3 15 12 3 9 4
Max [3580 8638 | 40 27| 27 19 30 37 30 30 27 18
Mean | 933 2268 | 25 18| 19 14 13 26 20 12 18 13

For pause durations prediction we use one network with 18 and 19 hidden
neurons, for DB1 and DB2 respectively. For DB1 we obtained a RMSE of 33 ms
and a AE of 25 ms, and for DB2 we obtained a RMSE of 29 ms and a AE of 22
ms.

4 Discussion

Speaker use of distinctive features also contributes to have different results on
duration. For example speaker from DB1 uses duration increase more often to
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a) b) _ c)
1=0.081 1 =0.054 11=0.086
30 6 =0.030 30| | 6 =0.020 30 6 =0.030
20 20| 20
i i h i AWWHWM
0 HH-HTH O Tﬂ ﬂ n 0
0 0.1 0.2 0 0.1 0.2 0 0.1 0.2

Fig. 3. Phoneme durations histogram: a) [e], b) [B], and ¢) [u], in seconds. The solid
line represents the lognormal distribution associated.

indicate accent than speaker from DB2. This can be seen comparing the feature
accent for the same method in Figures 1 and 2.

We can say that our RMSE results are close to the resolution of a human
labeler, i.e. 20 ms [37]. It is difficult to compare our results with other approaches
given the differences in the databases used for the experiments, as well as the
proportions of the train/validation/test data used. For example, Cordoba et al.
[11] obtain a RMSE of 19 ms, over a Castillan Spanish database with neutral
speech, which suggests a lower degree of difficulty than the databases used here.
Iriondo et al. [16] show a RMSE of 22 ms for a database of 2.5 h and a data
partition of 75/25 for train/test, respectively. For American English, Webster et
al. [36] show a RMSE of 23 ms for a database of 5.5 h and a data partition of
80/10/10 for train/validation/test, respectively. Besides, the only one prosodic
feature that we used is pause locations, unlike other approaches where features
as pitch accent position are employed [10][30].

The results of our experiments did not show a significant advantage when
using one network for all phonemes vs. one network for each phoneme. Never-
theless when using one network for each phoneme some further analysis could
be made.

In Table 2, we can see a large scatter in the number of neurons in the hidden
layer. This can be attributed to different causes, for example, there are phonemes
that have a greater variability in duration than others. Factors that influence
the duration are not the same for all phonemes and their relationships may vary
in complexity, and so on. For database DB1, the extremes are the number of
neurons in the hidden layer for [e¢] (30 neurons) and [t] (3 neurons), especially
if we note that the latter has better performance than the first. In Figure 3 we
can see a big difference between the distribution dispersion of the durations of
[e] (Fig. 3. a)) and [B] (Fig. 3. b)). This partly explains why the neural network
used to predict the duration of [e] must be more complex. At the same time, this
example justifies the use of an ANN by phoneme. In contrast, the distribution of
[u] (Fig. 3. C)) has a greater deviation than for [e], but it only takes an ANN with
8 neurons in the hidden layer to predict its duration. This may be because the
factors that influence the duration of [u] are less than those that affect [s] or that
the relationships among these factors are simpler in the case of [u]. In the same
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a) b) c)
30 11=0.086143 30 1 =0.13297 30 1 =0.085207
6 =0.020103 6 =0.043557 6 =0.029161
20 20 20
10 10 10
0 0 0
0 01 02 03 0 01 02 03 0 01 02 03

Fig. 4. Phoneme durations histogram: a) [Z], b) [s], and ¢) [t], in seconds. The solid
line represents the lognormal distribution associated.

way, we can explain that the best performance is achieved for [Z] (Fig. 4. A))
and worst for [s] (Fig. 4. a)). The sound [s] frequently ends a sentence and some
times it is well pronounced or produced in a very relaxed way or it can be absent.
Additionally when we use one net for each phoneme the number of neurons and
errors give us an insight of the complexity of each speaker production. See [s] in
Table 2.

We obtained acceptable results in the task of pause duration predictions, and
even much better than other approaches, for example, for portuguese in [32] they
obtained a RMSE of 95 ms, and for Basque in [26] they obtained a RMSE of 80
ms.

5 Conclusions and Future works

A phone based duration model has been presented based on ANN’s. The selected
ANN is a forward feeded net trained by the Levenberg-Marquardt algorithm.
Unlike other propositions training one net per phone produced similar results
than training only one net for all phones. The results presented here show the
high performance of the proposed model that captured factor interrelations that
are considered to convey segmental duration information. Results also show that
relevant input features depends upon speaker style. These results encourage its
application on an Argentine Spanish Text-To-Speech system.

By using one neural network for phoneme, we can optimize the number of
hidden layer neurons, which in turn gives us an idea of the degree of difficulty
of the task of prediction.

Future work should further investigate the input features and their relation-
ships to see the way they influence the duration of individual phonemes. This
would require applying a priori knowledge of different areas such as physiology
and anatomy of the vocal apparatus, acoustic phonetics and linguistics.
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