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Abstract. Currently, millions of data are generated daily and its ex-
ploitation and interpretation has become essential at every scope. How-
ever, most of this information is in textual format, lacking the structure
and organisation of traditional databases, which represents an enormous
challenge to overcome.
Over the course of time, different approaches have been proposed for
text representation attempting to better capture the semantic of docu-
ments. They included classic information retrieval approaches (like Bag
of Words) to new approaches based on neural networks such as basic word
embeddings, deep learning architectures (LSTMs and CNNs), and con-
textualized embeddings based on attention mechanisms (Transformers).
Unfortunately, most of the available resources supporting those technolo-
gies are English-centered.
In this work, using an e-mail-based study case, we measure the perfor-
mance of the three most important machine learning approaches applied
to the text classification, in order to verify if new arrivals enhance the
results from the Spanish language classification models.
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1 Introduction

As a result of the massive access to the internet, millions and millions of data
are daily generated and its exploitation and interpretation has become essen-
tial at every scope. Information retrieval and text mining became, along the
years, the most popular investigation fields, specially in the text classification
field [5]. Following this direction, papers about text classification can be found
since 1957, where the research work only proposed text classification using the
words frequency method [9]. Since then, diverse approaches have been devel-
oped for text representation and the knowledge creation using them as a data
source. Nevertheless, most of the resources available are English-centered, leav-
ing a reduced group of alternatives for the remaining languages. At the same
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time, there are not many works with empirical comparisons measuring those
new approaches’ performance in languages like Spanish, where reliable resources
are not frequently available for the implementation of those new text classifi-
cation approaches. This work presents experiments comparing the performance
of the three most relevant approaches of machine learning applied to text clas-
sification in order to measure how beneficial their contributions to non-English
languages are.

2 Related work

As stated before, even though in the last 60 years several approaches for auto-
matic text classification proliferated, there are not enough researches about the
performance of those different strategies on non-Engligh languages. Below is a
brief review of the three strategies used in the frame of this research for the
study comparison.
#1: BoW+SVM One of the simplest methods for document representation,
and also one of the oldest, is called Bag of Words (BoW) or vector space model
[11]. This technique generates a vector that represents a document using the
frequency count of each term inside the document [6] and is called that way
because words are taken as features and documents like collections of unordered
words [8]. This representation strategy has simplicity as advantage and also the
possibility of applying any classification technique to the final representation.
One of the most frequently used is the Support Vector Machine (SVM), created
in the mid 1990s, which won popularity due to some attractive features and its
empirical performance. SVM is based on the statistical learning theory principle
Structural Risk Minimization (SRM), which consists in finding the optimal hy-
perplane that guarantees the smallest real error [7]. For the distances calculus
and hyperplanes pursuit, SVM uses functions called kernels [12].
#2: Word2Vec+LSTM A fairly current line of research includes the usage
of contextual information in conjunction with simple neural-network models to
obtain words and phrases representations in the vectorial space [14]. One of the
most popular models is Word2Vec, which has two different architectures namely
CBow and Skip-gram [10]. These models of word embeddings are usually comple-
mented with recurrent neural-networks as Long Short-Term Memory (LSTM ).
These neural-networks provide two new features that drastically improve the
performance against conventional neural-networks for text processing: they are
able to identify the order of text sequences in documents and process different
length documents. [1].
#3: BERT As an evolution of the previous strategy, in 2017, a new neural-
network architecture, called Transformer [13], arose simpler and parallelizable
and is only based on attention mechanisms that completely avoid recurrencies
and convolutions. They can be described as the assignment of a query and a
set of key-value pairs to an output where the query, the keys and the values
are all vectors. From this logic rises what in nowadays literature is known as
the text representation models’ actual state-of-art, called Bidirectional Encoder
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Representations from Transformers (BERT) [4]. Briefly, this framework has two
steps: initial pre-training and posterior fine-tuning. During the pre-training step,
the model is trained with unlabelled data in different tasks. Then, during the
fine-tuning step, the BERT model is first initialized with the pre-trained model’s
parameters and are finally adjusted using labelled data from posterior tasks.

3 Research methodology

This research work uses a dataset generated from academic questions made by
e-mail by students of the National University of Luján to the administrative staff
on topics related to academic activities. From a total of 24700 e-mails, 1000 in-
teractions have been selected, labelled by a domain expert and assigned based on
four classes (public transport discount ticket, admission to the university, admis-
sion requirements, other topics). For the experiments, the original e-mails were
used without any human supervision on semantic nor syntactic mistakes. For the
approach based on BoW+SVM the text was normalized removing stop-words,
adding static attributes (such as question’s length and punctuation marks usage)
and using variations of n-grams and characters. On the other hand, for the ap-
proaches based on Word2Vec+LSTM and BERT, the text sequences related
to the selected interactions were just normalized. Only for Word2Vec+LSTM
the stop-words were removed due to the fact that BERT was experiencing a
decrease in its performance when they were not there. Additionaly, Spanish
pre-trained word embeddings[2] were used for Word2Vec+LSTM. Regarding
BERT, two pre-trained models were used. One of them is Spanish-native [3]
and the other, called Multilingual [4], was developed for several languages. For
the evaluations, a cross validation approach was adopted with a 5-fold on the
80% of the training instances while the models were tested with the remaining
20% of the instances using accuracy, precision, recall and f1-score.

4 Experimental results

In every approach a search for the best hyper-parameters was applied to each
strategy, getting the following results5:

Table 1: Results of the different learning strategies.

Strategy Accuracy Precision Recall F1-score

BoW+SVM 0.870 0.862 0.830 0.840
Word2Vec+LSTM 0.835 0.814 0.841 0.820
BERT (Multilingual) 0.860 0.838 0.842 0.840
BERT (BETO) 0.890 0.870 0.885 0.876

5 Experiments available at github.com/jumafernandez/clasificacion correos
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Results showBERT as the most effective approach for classifying this dataset,
using the previously mentioned Spanish pre-trained model. Nevertheless, the dif-
ference with the resulting metrics regarding BOW+SVM were 0.03 or smaller.

5 Conclusions and future work

Based on the previous results, and considering the 30 years of evolution that this
discipline has experienced since BOW+SVM first appearance and BERT’s
presentation, we have verified that the traditional representation and classifica-
tion methods are still a very competitive option.

However, it is important to keep in mind that e-mails in general, and this
dataset in particular, have some features that do not help these cutting-edge
models due to its informal manners and syntactic mistakes which are frequently
seen in this type of communication model. That is why the precision gap between
cutting-edge models and traditional ones is expected to maximize when datasets
with cleaner texts are used. At the same time, and for our collection, this could
be solved using spell-checkers to purge the documents during the pre-processing
step.
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