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Abstract. Systems have evolved in such a way that today’s parallel sys-
tems are capable of offering high capacity and better performance. The
design of approaches seeking for the best set of parameters in the con-
text of a high-performance execution is fundamental. Although complex,
heuristic methods are strategies that deal with high-dimensional opti-
mization problems. We are proposing to enhance the evaluation method
of a baseline heuristic that uses sampling and clustering techniques to
optimize a complex, large and dynamic system. To carry out our proposal
we selected the benchmark test functions and perform a density-based
analysis along with k-means to cluster into feasible regions, discarding
the non-relevant areas. With this, we aim to avoid getting trapped in
local minima. Ultimately, the recursive execution of our methodology
will guarantee to obtain the best value, thus, getting closer to method
validation without forgetting the future lines, e.g. its distributed parallel
implementation. Preliminary results turned out to be satisfactory, having
obtained a solution quality above 99%.
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1 Introduction

As optimization problems become more complicated and extensive, parameteri-
zation becomes complex, resulting in a laborious, complicated task that requires
a significant amount of time and resources, besides the fact that the number of
possible solutions can become prohibitive in an exhaustive search. It is the reason
why optimization algorithms play an important role in this transformation that
usually attempt to characterize the type of search strategy through an improve-
ment on simple local search algorithms [2]. In cases where the search space is
large, metaheuristic ideas [1], which are sometimes classified global search algo-
rithms, can often find good solutions with less computational effort. Some other
approaches to achieve the optimization objectives are based on the extraction of
data from probability distributions aiming for a reduction of the search space.
Probabilistic distribution methods, such as Montecarlo offer flexible forms of ap-
proximation, with some advantages regarding cost. There are other approaches
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that use similarity or metaheuristic algorithms to solve high-dimensional opti-
mization problems which are validated using large-scale functions [4]. However,
they are prone to fall into local optimum values. In order to solve global opti-
mization problems, making use of global exploration there are, e.g. the naturally
inspired approaches such as Genetic algorithms, Particle swarm, Grey Wolf or
Ant Colony optimization algorithms [6].

Regarding the clustering methods, these are the techniques that group a se-
ries of objects, it is a pattern recognition technique which has a broad range of
applications.Cluster analysis algorithms are a key element of exploratory data
analysis used in e.g. data mining. Between the most widely used clustering al-
gorithms is k-means. Here, a cluster is defined as a set of data characterized
by a small distance to the cluster centers. Among the combinatorial optimiza-
tion methods, for example [3], the efficiency gains regarding the application of
sampling and grouping techniques are explored to solve a problem of a complex
nature, because it is a dynamic and strongly human-dependent system.

In this paper, we propose an evaluation methodology of a heuristic method,
based on sampling and clustering techniques comprising Montecarlo sampling,
useful to obtain samples in multi-dimensional spaces, a density-based spatial
analysis, and the k-means algorithm, crucial to determine and classify the data
into feasible regions. For our evaluation proposal, we have selected the bench-
mark test functions [5] which allow testing algorithms and are useful when mea-
suring relevant features, and can also be especially useful for understanding the
algorithms applied to large-scale and continuous optimization problems. First
we generate an initial sample of the benchmarks through the Montecarlo meth-
ods. Then, we apply an efficient clustering to locate feasible regions where the
optimal solution might exist and can be found. The elements of the domain,
which are known as candidate solutions, define such feasible regions. In our ap-
proach, we perform a density analysis to find patterns that will handle efficient
grouping based on euclidian distances. Also, the recursive application of our pro-
posal guarantees an almost optimal solution by reducing the search area, and
enhancing the selection and grouping of feasible regions.

This proposal organizes as follows: the next Section presents our approach
with an overview of the methodology, explaining definitions such as feasible
regions, a justification of our proposal, the results obtained and the last Section
discusses the open lines.

2 Proposal methodology and parameterization analysis

The design of optimization algorithms requires to make several decisions rang-
ing from implementation details to the setting of parameter values for testing
intermediate designs. Proper parameter setting can be crucial because a bad
parameter setting can make an algorithm perform poorly. For our evaluation
proposal, we are using the optimization benchmark functions along with an
efficient grouping that performs spatial clustering by density in order to find
patterns and/or variations in the landscape, in addition to k-means.
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Fig. 1. Flowchart of our evaluation methodology.

As seen in Fig. 1, we generate an initial sample using the Montecarlo methods
making successive iterations of the algorithm until it converges. This parameter
will be linked to the precision within the range of the search space. If the sample
is satisfactory, we generate the Montecarlo map, a landscape visualization that
will help to analyze variations in the parameters, such as roughness. Since we
are dealing with high-dimensional data with large variations in density because
of the fixed global parameters (such as distance radius), we propose to make
a cutline along the f(x∗) axis, which represents the value associated to each
solution that is evaluated by computing the value of the objective function. It
enables an efficient grouping by detecting arbitrary shapes, and automatically
discovering the number of clusters through a density threshold allowing to find
one cluster surrounded (although not connected) by another different cluster.
It needs to have a notion of noise and be robust in detecting outliers. In the
same Fig. 1 we can see that the data groups based on connected density objects,
form different shapes and variations are detected. In this way, we will obtain the
feasible regions, for which we will adapt the classical k-means algorithm locating
the centroids along f(x∗). This type of grouping will be very useful to manage
the dense areas, locating the clusters in which the best values are.

When the algorithm is able to find more than one feasible region, a queue
forms to analyze clusters from each region, or the ones containing the best val-
ues, until the end of the queue resulting in selecting a single cluster. In this
way, we ensure that we will not be trapped in a local minimum. If the single se-
lected cluster contains the optimal (or near-optimal) value the simulation ends,
otherwise, we return to the previous step of obtaining a new sample, analyz-
ing density and grouping. It will execute recursively until finding the optimal
value or until it is not possible to find a lower value than that obtained in
the last iteration. From the preliminary results we obtained when testing the
Michalewicz function, the problem size is in the range of x∗ = (1.0000, 3.50000)
and the sample size was of 69,700 which is less than 0.5%. The total search space
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therefore reaches 6.2500E+08, and its optimal value f(x∗) = −1.8013 located
in x∗ = (2.2000, 1.57000). Through our proposal, the best result we obtained
was f(x ∗ ∗) = −1.8012 located at x ∗ ∗ = (2.2024, 1.5709). The quality of such
solution was of 99.9944%, which is very promising, so we believe that further
testing is necessary, as well as parallel systems exploration.

3 Discussion and Open Lines
The effectiveness of heuristic methods in dealing with challenging optimization
problems is a widely studied field. Understanding the limitations of existing ap-
proaches and identifying areas for improvement contributes to evaluate a system,
validate the method and allow its comparison to real-world problems. For our
proposal, we selected the benchmark test functions to enhance a methodology
that evaluates a heuristic based on sampling and clustering.

We are proposing a calibration of the parameters involved in the density-
based analysis, as well as adapting the k-means clustering to select the feasible
regions, creating a model that is based on the parameters of the best solution
concerning the optimal value. The preliminary results that we obtained, gave a
solution quality of 99.9944%, which encourages to expand the method.

Regarding the limitations about metaheuristic methods, one issue we may
find has to do with the high-dimensionality of real problems, making it difficult to
characterize. Still, it is a very useful tool when it is possible to achieve high pre-
cision in the evaluation phase. Nevertheless, there are some open lines that need
to be explored, such as the increase in the dimensionality, which will increase
the ranges and consequently the search space. To conclude, we believe that the
extrapolation of combinatorial optimization techniques along with heuristics in
distributed parallel systems is a step forward in the process that allows decision-
making in real-time.
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