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Summary. We present two a-posteriori error estimators for elliptic partial dif-
ferential equations, when we use a mixed method. One is based on a adequate
evaluation of the residual of the finite element solution and the other on the
solution of a local problem. We prove their equivalence with the norm of the
error, when the data is locally smooth.

1. Introduction

Several a posteriori error estimators have been introduced for the approximation
by finite element methods of second order elliptic problems. Many of them are
defined by evaluating in some way the residual of the finite element solutions,
or by solving local problems for the error ([4], [1], [11], [2],[3], [12], [13]).

In many applications it is convenient to use mixed methods, which approx-
imates simultaneously the original scalar variable and its gradient. Many finite
element spaces have been introduced for this case, such as those of Raviart-
Thomas [10] and Brezzi-Douglas-Marini [6], for example. Error estimators for
mixed finite element methods have been introduced and analyzed in [11], [5],
for the Stokes equations. Although the structure of that problem and the mixed
formulation of second order scalar problems is the same, a straightforward ex-
tension of the techniques developed for the Stokes problem does not work in this
case. Moreover, for the equation treated here it is possible to estimate the error
for the vector variable (usually the most important) independently of the scalar
one [9]. For this reason it is interesting to look for estimators only for the error
of the vectorial variable.

In this paper we define estimators for the Raviart-Thomas and Brezzi-
Douglas-Marini spaces (Sect. 2). The first type of estimators (Sect. 3) is based
on the computation of adequate norms of the residual. We prove its equivalence
with the error, under some conditions of local regularity of the data. In Sect. 4,
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for the Raviart-Thomas space of lowest degree, we define an estimator, which
it is based on the solution of a local problem. By assuming that the solution in
the Brezzi-Douglas-Marini space of degree one approximates the exact solution
better than that in the Raviart-Thomas space, we prove that this estimator is
equivalent to the error.

2. Description of mixed method and finite element spaces

Let Ω be a bounded and simply connected polygon in R2 and let u be the solution
of the problem { −∆u = f in Ω

u = 0 on ∂Ω(2.1)

In many applications [7], the variable of interest is σ = −∇u and for that reason
it is reasonable to use a mixed finite element method which approximates σ and
u. The problem (2.1) is decomposed into a first order system:

σ +∇u = 0 in Ω
div σ = f in Ω

u = 0 on ∂Ω
(2.2)

and the correspondent weak formulation is{
(σ, τ )− (div τ , u) = 0 ∀τ ∈ H (div, Ω)

(divσ, v) = (f , v) ∀v ∈ L2(Ω)(2.3)

where ( , ) denotes the L2-product, and
H (div, Ω) =

{
τ ∈ (L2(Ω))2 : div τ ∈ L2(Ω)

}
We shall use the standard notation for the Sobolev spaces H m (D), their norms

‖ ‖m,D and seminorms | |m,D .
Let Th be a regular family of triangulations of Ω, as usual h stands for the

maximum meshsize; i.e., there exists a minimum angle smaller than all the angles
of all the triangles of all the meshes.

We shall use c, c1, c2, etc. to denote generic constants not necessarily the
same at each ocurrence. In general these constants only will depend on the
minimum angle but not on the meshsize h .

The Raviart-Thomas spaces [10] are defined for k ≥ 0 by
RT k = V k

h × W k
h , where

V k
h = {τ ∈ H (div, Ω) : τ |T ∈ Pk(T ) + xPk (T ) },

W k
h =

{
v ∈ L2(Ω) : v|T ∈ Pk (T )

}
and where Pk (T ) denotes the spaces of polynomial of degree less than or

equal to k and Pk(T ) = (Pk (T ))2

The Brezzi-Douglas-Marini spaces [6] are defined for k ≥ 1 by
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BDM k = V k
h × W k

h , where
V k

h = {τ ∈ H (div, Ω) : τ |T ∈ Pk(T ) },
W k

h =
{
v ∈ L2(Ω) : v|T ∈ Pk−1(T )

}
.

The discrete problem is then given by: Find (σh , uh ) ∈ V k
h × W k

h such that
(σh , τ )− (div τ , uh ) = 0 ∀τ ∈ V k

h

(divσh , v) = (f , v) ∀v ∈ W k
h

(2.4)

Let εh = σ − σh denote the error of the vector variable.
Let τ ∈ H (div, Ω) such that div τ = 0. Then τ = curlϕ , with ϕ ∈ H 1(Ω).

In this case, from (2.3) we obtain

(εh , τ ) = −(σh , curlϕ) =
∑

T∈Th

[
−(rotσh , ϕ)T −

∫
∂T
ϕσh .t

]
where for each triangle T, t is its unit tangent vector.

For each interior edge l of the triangulationTh , let [[σh .t ]]l denote the jump
of σh .t across the edge l .

Let Jl =


[[σh .t ]]l if l 6⊂ ∂Ω

2 (σh .t) if l ⊂ ∂Ω
Whit this notation we may write the residual equation:
For τ = curlϕ ∈ H (div, Ω)

(εh , τ ) =
∑

T∈Th

[
−(rotσh , ϕ)T − 1

2
∑

l⊂∂T

∫
l
Jl ϕ

]
(2.5)

Given an integer k , let Pk
h be the L2 -projection onto W k

h . Since divσh ∈
W k

h , from (2.3) and (2.4), we see that

div εh = f − Phf , for σh ∈ RT k or σh ∈ BDM k+1(2.6)

3. Error estimators based on the residual

First we work with the RT k -spaces, k ≥ 0.
For any T ∈ Th , we define

η2
T = |T | ‖rotσh‖2

0,T + 1
2

∑
l⊂∂T

|l | ‖Jl‖2
0,l(3.1)

where |T | and |l | are the area of T and the length of l , resp. and let

η = (
∑

T∈Th

η2
T )

1
2(3.2)
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Theorem 3.1 There exist two positive constants c1 and c2, only depending on the
minimum angle of the mesh such that

‖εh‖0,Ω ≤ c1[
∑

T∈Th

(η2
T + |T | ‖f − Pk

h f ‖2
0,T )]

1
2(3.3)

η ≤ c2‖εh‖0,Ω(3.4)

Proof. We first prove the upper bound (3.3). Since εh ∈ L2(Ω), we may de-
compose it as εh = ∇p + curlϕ, where p ∈ H 1

0 (Ω) and ϕ ∈ H 1(Ω). Then
‖εh‖2

0,Ω = (εh ,∇p) + (εh , curlϕ)
Since p ∈ H 1

0 (Ω), Pk
h f ∈ W k

h , using (2.6), we get

(εh ,∇p) = −(div εh , p) = −
∑

T∈Th

(f − Pk
h f , p − Pk

h p)T

≤ c
∑

T∈Th

|T | 1
2 ‖f − Pk

h f ‖0,T |p|1,T(3.5)

Let ϕI ∈ L 1
k+1(Ω) = {w ∈ H 1(Ω) : w|T ∈ Pk+1(T ) } be an interpolant of ϕ

such that
‖ϕ− ϕI‖0,T ≤ c |T | 1

2 |ϕ|1,T̃ ∀T∈ Th

‖ϕ− ϕI‖0,l ≤ c |l | 1
2 |ϕ|1,T̃ ∀l ⊂ ∂T

(3.6)

where T̃ =
⋃{T ∗ ∈ Th : T and T ∗ have a common vertex}

(ϕI may be, for example, the Clement-interpolation [8].)
Since curlϕI ∈ V k

h , then (εh , curlϕI) = 0. By using (2.5), and (3.6) , we
may write

(εh , curlϕ) = (εh , curl (ϕ− ϕI))

=
∑

T∈Th

−(rotσh , ϕ− ϕI)T − 1
2

∑
l ⊂ ∂T

∫
l
Jl (ϕ− ϕI)


≤
∑

T∈Th

[c ‖rotσh‖0,T |T |
1
2 |ϕ|1,T̃ + 1

2

∑
l⊂∂T

c ‖Jl‖0,l |l |
1
2 |ϕ|1,T̃ ](3.7)

Since |p|1,T ≤ ‖εh‖0,T , |ϕ|1,T ≤ ‖εh‖0,T and the number of triangles in T̃
only depends on the minimum angle of Th , by using (3.5) and (3.7) we arrive at
the desired estimate (3.3).

In order to proof (3.4) we use the following lemma:

Lemma 3.1 Let T ∈ Th . Given qT ∈ L2(T ), pl ,T ∈ L2(l ), l ⊂ ∂T , then ∃!ψT ∈
Pk+3(T ) such that 

(ψT , r)T = (qT , r)T ∀r ∈ Pk (T )∫
l
ψT s =

∫
l
pl ,T s ∀s ∈ Pk+1(l )

ψT = 0 at the vertices of T

(3.8)
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‖ψT‖0,T ≤ c(‖qT‖0,T +
∑

l⊂∂T

|l | 1
2 ‖pl ,T‖0,l )(3.9)

where c only dependends on the minimum angle.

Proof. Clearly (3.8) is a square linear system with (k + 1)(k + 2)/2 + 3(k + 2) + 3
equations and unknowns. Easily we prove its uniqueness by considering the
case qT = 0 and pl ,T = 0 l ⊂ ∂T . Moreover, we also prove that if

∫
l ψT s = 0

∀s ∈ Pk+1(l ), then ψT |l = 0. Finally (3.9) follows by standard homogeneity
arguments. ut

We apply the lemma for qT = −|T | rotσh ∈ Pk (T ) and pl ,T = −|l | Jl ∈
Pk+1(l ) in each T ∈ Th . Let us define ψ such that ψ|T = ψT . Since ψ is
piecewise polynomial and continuous, then ψ ∈ H 1(Ω). By using (3.9) and a
inverse inequality

‖curlψ‖0,T ≤ c(|T | 1
2 ‖rotσh h‖0,T +

∑
l∈∂T

|l | 1
2 ‖Jl‖0,l )(3.10)

This, in conjunction with (3.8) and the residual equation (2.5),yields

η2 =
∑

T∈Th

[|T | ‖rot σh‖2
0,T + 1

2

∑
l⊂∂T

|l | ‖Jl‖2
0,l ] =

∑
T ∈ Th

[−(rotσh , ψ)T−

− 1
2

∑
l⊂∂T

∫
l
Jl ψ] =

∑
T∈Th

(εh , curlψ)T ≤
∑

T ∈ Th

‖εh‖0,T ‖curlψ‖0,T ≤

≤ c (
∑

T ∈ Th

(|T | ‖rotσh‖2
0,T + 1

2

∑
l ⊂ ∂T

|l | ‖Jl‖2
0,l ))

1
2 ‖εh‖0,Ω ≤ c η ‖εh‖0,Ω

This completes the proof. ut

When the data f is locally smooth, then the estimator is equivalent up to
higher order term to the error. In fact, we have the following theorem.

Theorem 3.2 Let us assume that f |T ∈ H k+1(T ) ∀T ∈ Th . Then there exists a
positive constant c such that

‖εh‖0,Ω ≤ c

η + hk+2

∑
T∈Th

|f |2k+1,T


1
2

(3.11)

Proof. By using the approximation properties of Pk
h , by (3.3) we obtain (3.11).

ut
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Remark 3.1 Let us assume that there exists a triangulation T such that f |T ∈
H k+1(T ) ∀T ∈ T , and let us also assume that all the triangulations Th are
refinements of T . If there exists a constant c > 0 not depending on h such that
‖εh‖0,Ω ≥ c hk+1, then for h ≤ h∗, the estimator is equivalent to the error.

Let us now consider the spaces BDM k+1, k ≥ 0
For any T ∈ Th , we define

η2
T = |T | ‖rotσh‖2

0,T + 1
2

∑
l⊂∂T

|l | ‖Jl‖2
0,l + |T | ‖f − Pk

h f ‖2
0,T

η =

∑
T∈Th

η2
T


1
2(3.12)

Theorem 3.3 There exist two constants c1, c2 only depending on the regularity of
the mesh such that

‖εh‖0,Ω ≤ c1η(3.13)

η ≤ c2(‖εh‖0,Ω +

∑
T∈Th

|T | ‖f − Pk+1
h f ‖2

0,T


1
2

)(3.14)

Moreover, if f |T ∈ H k+2(T ) , ∀T ∈ Th , then there exists a positive constant
c such that

η ≤ c (‖εh‖0,Ω + hk+3

∑
T∈Th

|f |2k+2,T


1
2

)(3.15)

Proof. The proof of (3.13) is identical to (3.3).
By calling η2

1,T = |T | ‖rotσh‖2
0,T +

∑
l⊂∂T

|l | ‖Jl‖2
0,l and by repeating the proof

of (3.4) we obtain ∑
T∈Th

η2
1,T ≤ c ‖εh‖2

0,Ω(3.16)

It remains only to analyze the term η2
2,T = |T | ‖f − Pk

h f ‖2
0,T .

Let Bk+4(T ) = {p ∈ Pk+4(T ) : p = 0 on ∂T}. We use the following lemma:

Lemma 3.2 Let T ∈ Th .Given g ∈ L2(T ) , then ∃! p ∈ Bk+4(T ) such that

(p, r)T = (g, r)T ∀r ∈ Pk+1(T )

‖p‖0,T ≤ c ‖g‖0,T c independ. of h
(3.17)
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For each T ∈ Th , we select g = |T | (f − Pk
h f ). Since |p|1,T ≤ c h−1‖p‖0,T ,

by using (3.17) we arrive at

‖p‖0,T ≤ c |T | 1
2 η2,T

|p|1,T ≤ c η2,T

Since p ∈ H 1
0 (Ω) ,Pk+1

h f − Pk
h f ∈ Pk+1(T ) by using (2.6) we may write∑

T∈Th

η2
2,T =

∑
T∈Th

[ |T | (f − Pk
h f , f − Pk+1

h f )T + |T | (f − Pk
h f ,Pk+1

h f − Pk
h f )T ]

=
∑

T∈Th

[ |T | (f − Pk
h f , f − Pk+1

h f )T + (p,Pk+1
h f − Pk

h f )T ]

=
∑

T∈Th

[ |T | (f − Pk
h f , f − Pk+1

h f )T + (p, f − Pk
h f )T + (p,Pk+1

h f − f )T ]

=
∑

T∈Th

[ |T | (f − Pk
h f , f − Pk+1

h f )T − (∇p, εh )T + (p,Pk+1
h f − f )T ]

≤ c
∑

T∈Th

[ η2,T |T |
1
2 ‖f − Pk+1

h ‖0,T + η2,T‖εh‖0,T + η2,T |T |
1
2 ‖f − Pk+1f ‖0,T ]

Hence ∑
T∈Th

η2
2,T ≤ c [‖εh‖2

0,Ω +
∑

T∈Th

|T | ‖f − Pk+1
h f ‖2

0,T ](3.18)

By (3.16) and (3.18) we obtain (3.14).
Finally, by proceeding as in Theorem (2.2) we prove (3.15). ut

Remark 3.2 If there exists c > 0 not depending on h such that ‖εh‖0,Ω ≥ c hk+2,
then, analogously to the case of the RT k -spaces, the estimator is equivalent to
the error.

Remark 3.3 The lower bounds in (3.4) and (3.14) are indeed of a local character.
In fact it could be proved that

ηT ≤ c

∑
T∗∈T̃

‖εh‖2
0,T∗


1
2

(3.19)

To do this, Lemma 3.1 should be applied to a lightly choice of qT and pl ,T .
(qT = 0 in T ∗ ⊂ T̃/T and pl ,T =0 on l ⊂ T̃/T )

(3.19) shows that the estimator ηT can be used to determine the triangles to
be refined since a big local estimator ηT implies a big error in T̃ .
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4. An error estimator based on the solution of a local problem

For the space RT 0, it is simply to define a second estimator from a local problem,
which has the same structure as (2.5). With this purpose we define an adequate
discrete space. For the special case of the space RT 0, rotσh = 0, and (2.5) may
be written as

(εh , τ ) =
∑

T∈Th

(
− 1

2

∑
l⊂∂T

∫
l
Jl ϕ

)
for τ = curlϕ ∈ H (div, Ω)(4.1)

Let Πh be the projection-operator onto RT 0 [10] such that, for τ ∈ H (div, Ω)

(P0
h (div τ ), v) = (divΠhτ , v) ∀v ∈ W 0

h

that is
(div τ , v)T = (divΠhτ , v)T ∀v ∈ P0(T )

It is known that [8],

‖τ −Πhτ‖0,T ≤ c h |τ |1,T if τ |T ∈ (H 1(T ))2(4.2)

Let S 0 = {τ ∈ BDM 1 : Πhτ = 0}
In particular, for τ ∈ S 0 ,since div τ ∈ V 0

h we observe that div τ = 0. Let
P0

2 (T ) = {ϕ ∈ P2(T ) : ϕ = 0 at the vertices of T}
Lemma 4.1 S 0 = {curlϕ : ϕ ∈ H 1(Ω) : ϕ|T ∈ P0

2 (T )}
Proof. Let τ ∈ S 0 . Since div τ = 0 there exists ϕ ∈ H 1(Ω) such that τ =
curlϕ, and ϕ|T ∈ P2(T ). For each edge l ⊂ ∂T , let xl denotes the midpoint of
l , and η its unit outer normal vector.

Since Πhτ = 0, then τ .η(xl ) = 0. But τ .η(xl ) = ∇ϕ.t(xl ) = 0.Hence, by
choosing ϕ such that it vanishs at one of the vertices of T, it must vanish at all
them.

On the other hand, if ϕ ∈ H 1(Ω) : ϕ|T ∈ P0
2 (T ), then τ = curlϕ ∈ BDM 1,

and τ .η(xl ) = 0. Then Πhτ = 0, and hence τ ∈ S 0. ut
Let ST = {curl ϕ : ϕ ∈ P0

2 (T )}.
We define the following discrete problem:
To find ϕT ∈ P0

2 (T ) such that

(curlϕT , curlϕ)T = − 1
2

 ∑
l ⊂ ∂T

∫
l
Jl ϕ

 ∀ϕ ∈ P0
2 (T )(4.3)

There exists a unique solution ϕT . Let eT = curlϕT . Then eT ∈ ST . We define

e ∈
∏

T∈Th

ST : e|T = eT

Let σ2 ∈ BDM 1 be the solution of (2.4).
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Let us suppose that σ2 approximates better than σh , that is, there exists a
positive constant γ < 1 such that

‖σ2 − σ‖0,Ω ≤ γ ‖εh‖0,Ω(4.4)

This condition can be seen as a saturation assumption in the sense of Bank-
Weiser [4]; that is, we assume that a higher order method gives a better ap-
proximation than a lower order one. This is (assimptotically) the case when the
solution u ∈ H 2+ε(Ω) (ε > 0). In practice, when reasonably refined meshes are
used, (4.4) is always true.

Then we have the following theorem.

Theorem 4.1 Under assumption (4.4), then there exist two positive constants c1
and c2, only depending on the regularity of the mesh and on γ such that, for
h ≤ h∗

‖εh‖0,Ω ≤ c1 ‖e‖0,Ω(4.5)

‖e‖0,Ω ≤ c2 ‖εh‖0,Ω(4.6)

Proof. ‖εh‖0,Ω ≤ ‖σ − σ2‖0,Ω + ‖σ2 − σh‖0,Ω .
Let ε2 = σ2 − σh ∈ BDM 1. By subtracting (2.4) from (2.3), and by using

(2.6), we obtain (σ − σ2, ε2) = 0
Moreover, since div(Πh (ε2)) = P0

h (div ε2) = 0, then (εh , Πhε2) = 0.
ε2 −Πhε2 ∈ S 0, because ε2 −Πhε2 ∈ BDM 1 and Πh (ε2 −Πhε2) = 0. By

Lemma 4.1, there exists ϕ ∈ H 1(Ω) ,ϕ|T ∈ P0
2 (T ) such that curlϕ = ε2 −Πhε2.

By using (4.1), (4.2) and (4.3) we may write

‖ε2‖2
0,Ω = (σ2 − σ, ε2) + (εh , ε2) = (εh , ε2 −Πhε2)

=
∑

T∈Th

− 1
2

∑
l ⊂ ∂T

∫
l
Jl ϕ =

∑
T∈Th

(eT , ε2 −Πhε2)T

≤
∑

T∈Th

‖eT‖0,T ‖ε2 −Πhε2‖0,T ≤
∑

T∈Th

c ‖eT‖0,T h |ε2|1,T

≤ c
∑

T∈Th

‖eT‖0,T ‖ε2‖0,T ≤ c ‖e‖0,Ω ‖ε2‖0,Ω

Hence
‖ε2‖0,Ω ≤ c ‖e‖0,Ω(4.7)

By (4.4) and (4.7) we arrive at
‖εh‖0,Ω ≤ γ‖εh‖0,Ω + c ‖e‖0,Ω

and, since γ < 1 we obtain the bound (4.5).
By the definition of the estimator (4.3)

∑
T∈Th

‖eT‖2
0,T =

∑
T∈Th

− 1
2

(∑
l⊂∂T

∫
l
ϕT Jl

)
(4.8)
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For each edge l ⊂ T1 ∩ T2, let [ϕl ]A = 1
2 (ϕT1/l + ϕT2/l ) -that is, the average

across the edge -. [ϕl ]A ∈ P0
2 (l ). Then, we may re-write (4.8)

∑
T∈Th

‖eT‖2
0,T =

∑
T∈Th

− 1
2

(∑
l⊂∂T

∫
l
[ϕl ]A Jl

)
(4.9)

For each l , let ψl ∈ H 1(Ω) be the piecewise quadratic function such that
ψl (xl ) = 1 and vanishes at all nodes and remaining midpoints of Th , and we
consider ϕ =

∑
l [ϕl ]A(xl )ψl . Then ϕ ∈ H 1(Ω) and satisfies∫

l
ϕ Jl =

∫
l
[ϕl ]A Jl l ⊂ ∂T ∀T ∈ Th(4.10)

Moreover, since ϕTi
∈ P0

2 (Ti ),

|[ϕl ]A(xl )| ≤ 1
2 (|ϕT1

(xl )| + |ϕT2
(xl )|)

≤ c |l |− 1
2 [‖ϕT1

‖0,∂T1 + ‖ϕT2
‖0,∂T2 ](4.11)

and

‖ϕT‖0,∂T ≤ c h
1
2 |ϕT |1,T = c h

1
2 ‖eT‖0,T for each T ∈ Th(4.12)

By using (4.10)-(4.12) and reminding that ‖curlψl‖0,T ≤ c, we obtain

‖curlϕ‖0,T ≤
∑

l⊂∂T

|[ϕl ]A(xl )| ‖curlψl‖0,T

≤ c
∑

T∗⊂T̃

‖eT∗‖0,T∗(4.13)

We return to (4.9). Since the number of triangles in T̃ only depends of the
minimum angle, by using (4.10) ,(4.1) and (4.13) we obtain

∑
T∈Th

‖eT‖2
0,T =

∑
T∈Th

− 1
2

(∑
l⊂∂T

∫
l
ϕ Jl

)
=
∑

T∈Th

(εh , curlϕ)T

≤
∑

T∈Th

‖εh‖0,T ‖curlϕ‖0,T ≤ c ‖εh‖0,Ω ‖e‖0,Ω(4.14)

Which proves the theorem. ut

Remark 4.1 The lower bound in (4.6) is also of a local character. It can be easily
shown that ‖eT‖0,T ≤ c ηT . So, because of (3.19), the statements in Remark 3.3
are also valid for this estimator.
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5. Conclusions

We introduce estimators for the Raviart-Thomas and Brezzi-Douglas-Marini
spaces. These estimators are defined by means of evaluations of the residual,
in the same way as those by Babuska-Miller (for divergence type) and Verfurth
(for the mini-element discretization of the Stokes equations). These estimators
are equivalent to the error, without assuming neither additional regularity of the
solution nor any particular structure for the meshes.

In particular, for problems with corner singularities, the results are valid for
those typical meshes obtained when adaptive mesh-refinement techniques are
used. Actually, we can prove that we obtain local lower bounds for the error
of the numerical solution. These results are analogous to Babuska-Miller’s and
Verfurth’s ones for their problems and methods.

For the space RT 0, we define other estimator, wich is similar to Bank-Weiser’s
one, in the sense that is based on the solution of local problems.This estimator
is also equivalent to the error under a saturation assumption. Once more, this
result is similar to that obtained by Bank-Weiser for their estimator.
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