Abstract

The IAG Sub-Commission 1.3b, SIRGAS (Sistema de Referencia Geocéntrico para las Américas), operates a service for computing regional ionospheric maps based on GNSS observations from its Continuously Operating Network (SIRGAS-CON). The ionospheric model used by SIRGAS (named La Plata Ionospheric Model, LPIM), has continuously evolved from a “thin layer” simplification for computing the vTEC distribution to a formulation that approximates the electron density (ED) distributions of the E, F1, F2 and top-side ionospheric layers.

This contribution presents the newest improvements in the model formulation and validates the obtained results by comparing the computed vTEC to experimental values provided by the ocean altimetry Jason 1 mission. Comparisons showed a small underestimation of the Jason 1 vTEC by about 1.3 TECu on average and rather small differences ranging from $-0.5$ to $-3.4$ TECu (at 95 % probability level). The results are encouraging given that comparisons were made in the open ocean regions (far away from the SIRGAS-CON stations).
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1 Introduction

Not long ago, the IAG Sub-Commission 1.3b called SIRGAS (Sistema de Referencia Geocéntrico para las Américas), i.e. the Regional Reference Frame for Central and South America, operates a service for computing regional ionospheric maps based on the GNSS observations provided by its Continuously Operating Network (SIRGAS-CON) (Brunini et al. 2011a). Since 2008, a continuous time series of maps describing the vertical Total Electron Content (vTEC) distribution for the SIRGAS region, with time resolution of 1 h, is available at the SIRGAS web page (www.sirgas.org).

As other vTEC maps computed within the geodetic community (e.g.: Hernández-Pajares et al. 2009), SIRGAS maps were originally based on the so called thin layer ionospheric model (Brunini et al. 2011b). According to this model, the vertical structure of the ionosphere (from about 50 to 1,000 km above the Earth’s surface), is approximated with a spherical shell of infinitesimal thickness with equivalent vTEC (located somewhere between 350 and 450 km height). Within this approximation, the satellite-to-receiver slant Total Electron Content (sTEC) is converted into an equivalent vTEC on the shell, by means of a geometrical mapping function that only depends on the satellite elevation and the...
height of the shell. Spatial and temporal variations of the equivalent vTEC are represented on the shell by means of different kinds of 3-D (latitude, longitude and time) mathematical functions (e.g.: spherical harmonics expansion). The parameters of these functions are estimated from the GNSS observations, along with the inter frequency biases (IFB) that account for the frequency-dependent delays produced by the GNSS satellite and receiver hardware and firmware.

The ionospheric model used by SIRGAS, known as La Plata Ionospheric Model (LPIM) (Azpilicueta et al. 2005), has continuously evolved from the initial “thin layer with equivalent vTEC” simplification, to the present formulation in which the E, F1, F2 and top-side ionospheric layers are considered, and their vertical electron density (ED) distributions are approximated with empirical functions in similar way than the International Reference Ionosphere (IRI) (Bilitza and Reinisch 2008) or NeQuick (Nava et al. 2008) models.

At present, the SIRGAS ionospheric model is based on the geometry free observable computed from dual frequency carrier phase observations (Ciraolo et al. 2007) collected from either, ground-based or space-borne GNSS receivers on low Earth orbiting satellites (e.g.: SAC-C, GRACE, FORMOSAT-3/COSMIC). After correcting carrier phase cycle slips and ambiguities, the geometry free observable computed from dual frequency carrier phase observations (Ciraolo et al. 2007) collected from either, ground-based or space-borne GNSS receivers on low Earth orbiting satellites (e.g.: SAC-C, GRACE, FORMOSAT-3/COSMIC). After correcting carrier phase cycle slips and ambiguities, the geometry free observations are used (in connection with the geometrical description of the observed satellite-to-receiver line of sights; LOS) to estimate the parameters of the empirical functions that describe the 4-D (latitude, longitude, height and time) ED distribution of the different ionospheric layers. Satellite and receivers IFB are also estimated together with the function parameters.

The combination of GNSS observations collected from the Earth (with prevailing vertical LOS geometry) and from LEO (with prevailing horizontal LOS geometry) helps to solve the horizontal and vertical structure of the ED distribution (Hernández-Pajares et al. 2000).

The evolution of the SIRGAS ionospheric model has been reported in Brunini et al. (2011a) and (2011b). Those papers may be useful to clarify some points that are briefly presented in the following two sections. This contribution presents the newest improvements in the model formulation and validates the output of the model by comparing to experimental values provided by the ocean altimetry Jason 1 mission.

2 Model Formulation

A simple vertical ED profile is predicted by the Chapman theory (Chapman 1931), which assumes monochromatic radiation, photoionization of a single species neutral gas, and neglects transport processes:

\[ N(h) = N_m \cdot \exp[k \cdot (1 - z - \exp(-z))] \]

\[ z = \frac{h - h_m}{H}, \]  

(37.1)

where \( N(h) \) is the ED at a given height \( h \), \( N_m \) and \( h_m \) are the ED and height of the peak of the Chapman function, and \( H \) is the scale height. Depending on the description of electron loss process, the factor \( k \) can be 0.5 or 1, defining respectively an \( \alpha \) or \( \beta \) Chapman layer. According to Bilitza (2002), most modellers have found 0.5 to provide a closer match with observations and, according to that experience, 0.5 is used in the case of SIRGAS. In order to adapt the model to the different chemical and physical properties prevailing in the different ionospheric layers, SIRGAS uses four Chapman functions (37.1) with different parameters \( N_{mi,} h_{mi,} \) and \( H_i, i = 1, \ldots, 4 \), to represent the E and F1 layers, the bottom-side of the F2 layer and the top-side:

\[ N(h) = \begin{cases} 
N_i(h), & \text{if } h \leq h_{mi} \ , \\
N_f(h), & \text{if } h > h_{mi} . 
\end{cases} \]  

(37.2)

The ED, \( N_{m,3} \), and height, \( h_{m,3} \), of the F2 layer peak are computed from the corresponding critical frequency, \( f_3 \), and propagation factor, \( M_3 \). The critical frequency is converted into ED using the relation of proportionality between ED and squared critical frequency. The propagation factor is converted into height using the Dudeney (1974) formulae as modified by Bilitza et al. (1979) (which requires the use of the \( N_{m,3}/N_{m,1} \) ratio).

As other ionospheric models (e.g.: IRI or NeQuick), SIRGAS uses the Jones and Gallet (1962) mathematical technique to represent the geographical (latitude and longitude) and daily (UT) variation of the critical frequency and propagation factor of the F2 layer peak; symbolically:

\[ f_3(\varphi, \lambda, t; U_f) \quad \text{and} \quad M_3(\varphi, \lambda, t; U_M), \]  

where \( U_f \) and \( U_M \) are vectors of 998 and 441 constant parameters respectively.

The critical frequencies and heights of the E and F1 layer peaks are computed according to the Comité Consultatif International des Radiocommunications (CCIR 1991) recommendations:

\[
\begin{align*}
N_{m,1} &= q_1 \cdot A_1 \cdot \cos^n \chi \\
h_{m,1} &= (1 + r_1) \cdot 120 \ km \\
N_{m,2} &= q_2 \cdot A_2 \cdot \cos^n \chi \\
h_{m,2} &= 165 + (0.6 + r_2) \cdot \chi
\end{align*}
\]  

(37.3)

where \( \chi \) is the solar zenith angle; \( A_1, A_2, n_1 \) and \( n_2 \) values depend on the geographic latitude and solar activity, and \( q_1, q_2, r_1 \) and \( r_2 \) are constant parameters.
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The scale heights of the E, F1 and F2 layers are computed according to the CCIR (1991) recommendations:

\[
H_3 = \frac{(1+s_1) \cdot 38.5 \cdot N_{m,3}}{\exp[-15.2+2.0 \cdot (\ln(N_{m,3}) + \ln(M_3))]},
\]

\[
H_2 = (1+s_2) \cdot 0.4 \cdot (h_{m,3} - h_{m,1}),
\]

\[
H_1 = (0.5 + s_3) \cdot (5.0 + h_{m,3} - h_{m,1})
\]  
(37.4)

being \(s_1, s_2\) and \(s_3\) constant parameters.

The top-side profile of the SIRGAS model is represented with a \(z\)-Chapman function with height-varying scale height, \(H_4(h)\) (Reinisch and Huang 2001):

\[
N_4(h) = N_{m,3} \cdot \sqrt{\frac{H_4(h_{m,3})}{H_4(h)}} \cdot \exp \frac{1}{2} \left[ l - z_4(h) - \exp(-z_4(h)) \right],
\]

\[
z_4(h) = \int_0^h \frac{d\zeta}{H_4(\zeta)},
\]

\[
H_4(h) = H_4(h_T) + \frac{H_4(h) - H_4(h_T)}{\tanh(p)} 
\times \tanh \left( p \cdot \frac{h - h_T}{h_{m,3} - h_T} \right),
\]

\(h_T\) is the transition height where the dominant ion species changes from O+ to H+, and \(p\) is a steepness parameter of the topside profile.

In summary, the SIRGAS ED profile is given by a function that depends on three sets of constant but unknown parameters: 1,000 in the vector \(U_N\) (including \(q_1\) and \(q_2\) and 443 in the vector \(U_h\) (including \(r_1\) and \(r_2\)), needed to compute the ED and heights of the E, F1 and F2 layer peaks; and 5 parameters in the vector \(U_H = (s_1, s_2, s_3, h_T, p)^T\), required to compute the scale heights of the different layers. Symbolically, the ED profile at any point (latitude longitude and height) within the global ionosphere, and at any time (UT), is:

\[
N(\varphi, \lambda, h, t; U_N, U_h, U_H).
\]  
(37.6)

3 Data Assimilation

The observation equation for the problem reads as:

\[
l + \epsilon = sTEC + \beta_S + \beta_R,
\]  
(37.7)

where \(l\) is the geometry free observable from dual frequency carrier phase observations (collected from either, ground-based or space-borne GNSS receivers), already corrected by carrier phase cycle slips and ambiguities; \(\epsilon\) is the observational error; \(sTEC\) is a function to be estimated; and \(\beta_S\) and \(\beta_R\) are the satellite and receiver IFB.

In terms of the expression (37.6), the \(sTEC\) function of Eq. 37.7 is written as:

\[
sTEC = \int N(\varphi, \lambda, h, t; U_N, U_h, U_H) \cdot d\Gamma,
\]  
(37.8)

where, is the LOS from the satellite to the ground-based or space-born receiver.

The function given in expression (37.6) is approximated with a linear expansion (with respect to the model parameters):

\[
N(\varphi, \lambda, h, t; U_N, U_h, U_H) = N(\varphi, \lambda, h, t)|_0 + \frac{\partial N}{\partial U_N}_{|_0} \cdot \Delta U_N + \frac{\partial N}{\partial U_h}_{|_0} \cdot \Delta U_h + \frac{\partial N}{\partial U_H}_{|_0} \cdot \Delta U_H
\]  
(37.9)

where the notation \(\cdot|_0\) is used to indicate evaluation of the function in the a-priory values of the \(U_N, U_h\) and \(U_H\) parameters and the symbol \(\Delta \cdot\) denotes correction to the corresponding a-priory value.

Finally, Eq. 37.7 is transformed into:

\[
l + \epsilon = sTEC|_0 + \Delta U_N \cdot \frac{\partial N}{\partial U_N}_{|_0} \cdot d\Gamma + \Delta U_h \cdot \frac{\partial N}{\partial U_h}_{|_0} \cdot d\Gamma + \Delta U_H \cdot \frac{\partial N}{\partial U_H}_{|_0} \cdot d\Gamma + \beta_S + \beta_R
\]  
(37.10)

where \(sTEC|_0 = \int N(\varphi, \lambda, h, t)|_0 \cdot d\Gamma\).

Around \(5 \times 105\) observations per hour provided by \(\sim 200\) SIRGAS-CON stations and \(5 \times 103\) observations per hour derived from \(\sim 250\) FORMOSAT-3/COSMIC radio occultations per day (over the SIRGAS region) are assimilated into the SIRGAS ionospheric model. The Least Square method is used to estimate daily sets of 1,000 \((U_N) + 443 (U_h) + 5 (U_H)\) model parameters, plus 31 IFB for the GPS satellites, plus \(\sim 200\) IFB for the SIRGAS-CON receivers plus 6 IFB for the GPS receivers flying onboard the FORMOSAT-3/COSMIC satellites (Rocken et al. 2000).

4 Results

A complete year from November 1, 2006, to October 31, 2007, was processed in order to assess the performance of the SIRGAS model under low solar activity conditions.

Just to provide an example, Fig. 37.1 shows the computed electron density distribution for the fixed longitude of 60°W and fixed UT of 14 h, from \(-55^\circ\) to \(+35^\circ\) of geographic
latitude and from 50 to 1,000 km height, for the two solstices and equinoxes comprised in the analysed period. Seasonal changes in the morphology of the Appleton Anomaly are quite well represented by this figure.

In order to assess the accuracy of the obtained results, the vTEC distribution computed by integration of the SIRGAS ED distribution, is compared to experimental vTEC values derived from the dual frequency radar onboard the Jason 1 satellite altimetry mission (Menard and Haines 2001). All Jason 1 observations for the whole year, within the ocean region surrounding the Latin America continent, from 0° to 120° W longitude and +40° to −60° modip latitude, are considered. In order to reduce the computational load, normal points every 30s are computed from the original 1 s sampling rate observations.

The SIRGAS vTEC is computed for the time and location of every smoothed Jason 1 vTEC, by integration of the ED up to the height of the Jason 1 satellite (~1,300 km). Then, the differences SIRGAS minus Jason 1 vTEC are evaluated.

The mean value of the differences for the whole year is −1.3 TECu, meaning that the SIRGAS model slightly underestimates the Jason 1 vTEC. According to Fig. 37.2, 95 % of the differences range from −0.5 to −3.4 TECu with a statistical distribution biased toward negative values.

Figure 37.3 shows a set of maps displaying the differences SIRGAS minus Jason 1 vTEC for the whole year, grouped into UT intervals of 2 h. The dashed lines represent the modip parallels of +30°, 0°, −30° and −60°. Within the mid latitude region (modip > 30°) the differences stay very small (in absolute value), even far from the continent. Their values slightly increase in the low latitude region (modip ≤30°) for the UT intervals when the Appleton Anomaly deploys over Latin America.

### 5 Conclusions

SIRGAS vTEC was compared to the corresponding values provided by the Jason 1 satellite altimetry mission, for a complete low solar activity year. According to this comparison, there is a bias of −1.3 TECu on average between the SIRGAS and Jason 1 vTEC (SIRGAS lower than Jason 1). This bias is compatible with other results reported in the literature regarding systematic differences between the vTEC estimated from GPS and from Jason 1–2 and TOPEX (Codrescu et al. 2001; Hernandez-Pajares 2003; Delay and Doherty 2004; Brunini et al. 2005). In fact, in a previous paper we pointed out the possibility that the TOPEX-GPS bias could be partially attributed to calibration errors on the TOPEX system biases.

Differences SIRGAS minus Jason 1 vTEC are very small (95 % differences range from −0.5 to −3.4 TECu). Within the mid latitude region the differences stay small even far
Fig. 37.3 Differences SIRGAS minus Jason 1 vTEC (TECu) for different UT intervals
from the continent, where SIRGAS-CON stations are not available. Their values slightly increase in the low latitude region for the UT intervals when the Appleton Anomaly evolves over the Latin American continent, but 95% of the samples stay within \((0, -3.5)\) TECu.

The obtained results are considered very encouraging, overall because they were obtained in open ocean regions where ground-based observations are inexistent and the model relies only on FORMOSAT-3/COSMIC observations.
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