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Abstract

This paper extends a series of experiments performed by Schonlau et
al. [1] on the detection of computer masqueraders (i.e. illegitimate users
trying to impersonate legitimate ones). A compression-based classification
algorithm called Normalized Compression Distance or NCD, developed
by Vitanyi et al. [2] is applied on the same data set. It is shown that the
NC D-based approach performs as well as the methods previously tried
by Schonlau et al. Future work, possible enhancements and directions of
further research on this topic are presented as well.
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1 Introduction

This work is based on previous work by Matthias Schonlau on command-line
computer masquerader detection, as well as on work by Paul M.B. Vitanyi et
al. on the development of a novel clustering and classification method called
“Normalized Compression Distance” (NCD).

In computer intrusion detection, masqueraders are those who try to hide
their identities by impersonating other people using somebody else’s computer
account [1, 3].

Our goal is to apply the NC'D method to detect masquerades in command
line data, in an effort to measure the accuracy of this approach in comparison
with the methods presented by Matthias Schonlau et al. For this purpose,
the same command line data set as well as the same testing and measuring
methodologies utilized by Schonlau et al. are used.

This work is part of a more extendend research project of CITEFA SI6 In-
formation Security Labs®. The main goal of this project is the development
of a computer intruder identification system based on the network behavior
of intruders. This project proposes the identification and detection of remote
computer intruders by utilizing behavioral biometric techniques. This will be
done by means of the analysis of a number of host parameters (keystroke pat-
terns, used commands, language, errors, etc.) as well as network parameters
(IP addresses, traversed routers, operating systems, etc.).

This paper is structured as follows: Section 2 introduces previous work which
this paper is based on, mainly intruder detection and the Normalized Com-
pression Distance clustering and classification method; Section 3 gives a brief
explanation on the theoretical basis of this work, including an introduction to
Kolmogorov complexity and compression in general; Section 4 shows the ex-
periments performed and the results obtained; finally, Section 5 presents our
conclusions and puts forward future related work.

2 Previous Work

2.1 Intruder Detection

Schonlau et al. [1] analyzed and compared the performance of six different
statistical methods to detect masqueraders through anomaly detection on the
command line history of each user. The six approaches are: “Uniqueness”,
“Bayes one-step Markov”, “Hybrid multistep Markov”, “Compression”, “IPAM”
and “Sequence-Match”.

Of these methods, the most similar to the proposed one is Compression.
This approach bases on the premise that data from the same user compresses
more readily than mixed data from different users. Intuitively this may be
explained by the fact that it is easier to detect patterns in data from only one
user, which should permit to achieve a greater level of compression, than in

3CITEFA Si6 Labs homepage: http://wuw.citefa.gov.ar/SitioSI6_EN/si6.htm.
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data from different users. In [1], results from the Compression method seem
discouraging in comparison with the other five methods.

2.2 The Normalized Compression Distance

A distance function is said to be a metric if it verifies the following properties:
existence of identity, symmetry and triangular inequality. A distance is admissi-
ble if it is computable, symmetric and dense. A normalized admissible distance
or similarity distance d(z,y) is an admissible distance in the range [0, 1], such
that d(z,y) — 0 when x and y are maximally similar, and d(z,y) — 1 when x
and y are maximally dissimilar.

In [4] the Normalized Information Distance (NID(x,y)) is introduced, which
is based on previous work on the Information Distance E(x,y) by the same
authors [5]. The Normalized Information Distance is defined as:

maz(K(zly), K(y|x)) <

— | :
NID(z,y) = maz (K (z), K (y))

where K (x|y) is the conditional Kolmogorov complexity of  given y, that is, the
length of the shortest program which produces « with y as input (see Section 3
for a brief introduction on this subject). The NID is a theoretical universal nor-
malized admissible distance satisfying the metric (in)equalities, i.e. a similarity
metric, which relies on the non-computable notion of Kolmogorov complexity
[6].

In [2] a novel method for clustering and classification based on compres-
sion is presented. This method is called Normalized Compression Distance
(NCD(z,y)), and represents an implementation of the Normalized Informa-
tion Distance (NID(x,y)) using real-world compressors such as gzip or bzip
in order to approximate Kolmogorov complexity, i.e., K (x) can be approximated
“from above” using a real-world compressor C, such that:

K ()] < |C(z)] < |z
The Normalized Compression Distance is defined as:

Clzy) —min(C(x), C(y))
maz(C(x), C(y))

NCD(z,y) =

where C' is a normal lossless compressor, that is, a compressor that verifies the
following conditions (up to an additive term O(logn)): idempotency, monotonic-
ity, symmetry and distributivity.

It is shown in [2] that real-world compressors verify these properties up to
some term depending on the compressor’s ability to capture patterns in the
objects concerned. Moreover, it is also shown that the Normalized Compres-
sion Distance is a similarity metric under the assumption of real-world normal
COMPressors.

Clustering based on the NCD is parameter-free in the sense that it does
not use any features or background knowledge about the data; it is universal,
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since it reveals any underlying similarity between two objects; and it is robust
as its results appear independent from the real-world compressor used. The
fundamental intuitive idea is that two objects are similar if one of them can be
compressed given the information in the other. In [2], evidence of successful
application of the NCD is presented, showing the results in areas as diverse as
genomics, virology, languages, literature, music, handwritten digits, astronomy,
and combinations of objects from completely different domains, using statistical,
dictionary, and block sorting compressors.

The “accuracy” of the NCD(z,y) depends heavily on the underlying com-
pressor’s ability to detect patterns in = and y.

2.3 Comparison of the NCD and the “Compression” Ap-
proaches

The “Compression” score x is defined by Schonlau et al. in [1] as the number of
additional bytes needed to compress test data when appended to training data
(for further explanation on the structure of command line data, see Subsection
4.1):

x = compress({Dry, Dr.}) — compress(Drpy.)

where Dr,. is the training data, Drp. the test data, {Dr,, Dr.} is the test
data appended to the training data and compress() is a function that gives the
number of bytes of the compressed data.

It can be observed that the main difference between the “Compression” ap-
proach and the NC D-based approach is the lack of normalization in the former
formula. This implies that result values in this case depend on the sizes of input
data and thus cannot be taken as a universal absolute measure of alikeness. In
the case of NCD, results are in the range [0,1] and can be used as a universal
similarity measure.

3 Backgroud Theory

3.1 Kolmogorov Complexity

Intuitively, the amount of information in a finite string is the size (number of
binary digits, or bits) of the shortest program that without additional data,
computes the string and terminates [6].

It can be shown that all reasonable choices of programming languages lead to
quantification of the amount of "absolute" information in individual objects that
is invariant up to an additive constant. This quantity is called the “Kolmogorov
complexity” of the object. If an object contains regularities, then it has a shorter
description than itself. Such an object is called “compressible” [6].

The Kolmogorov complexity of a string is the length of its shortest descrip-
tion in some fixed language (eg. the code of a Turing Machine):

K(x) =min|P|:U(P) =



M. Bertacchini et al., Masquerader Detection, EJS, 7(1) 31-42 (2007) 35

where P is a program that produces  with no inputs and finishes, and U is the
Universal Turing Machine. K(z) represents the minimum information needed
to produce z, as well as the maximum compressibility of z. It can be shown that
the Kolmogorov complexity of a binary string is upper-bounded by the length
of the same string up to an additive constant. There is a constant ¢ such that:

K(z) < |z|+ ¢, Vz

Therefore, the Kolmogorov complexity is an absolute measure of the theo-
retical maximum compressibility of an object.

Unfortunately, K () is not a computable function.

For a more thorough overview on this subject and its applications, see [6].

3.2 Real-world Compressors

If a string x is uncompressible, then it has no “patterns”. Therefore, the com-
pressibility of an object measures the information contained by that object; and
compression can be seen as the process of redundancy elimination.

“Real” generic compresors assume input data has no global meaning. They
interpret data as a bit string, and search for patterns and statistical deviations.
Therefore they do not take into account the “meaning” of data, which should
further improve the compression level.

Example. The trascendental number m has a low Kolmogorov complezity, as
it can be obtained by a simple algorithm up to infinite precision given infinite
resources; but it seems completely random and uncompressible to any real-world
compressor.

Two of the most popular real-world compressors are gzip and bzip2.

gzip (GNU zip) is a compression utility designed to be a replacement for
compress [7]. Its main advantages over compress are much better compression
and freedom from patented algorithms. It has been adopted by the GNU project
and is now relatively popular on the Internet [8]. gzip is based on the DEFLATE
algorithm [9], which is a combination of LZ77 and Huffman coding. DEFLATE
was intended as a replacement for LZW. The compression library in which gzip
is built is called z1ib [10].

bzip2 is a freely available, open-source, patent free, high-quality data com-
pressor. It typically compresses files to within 10% to 15% of the best available
techniques (the PPM family of statistical compressors), whilst being around
twice as fast at compression and six times faster at decompression. bzip2 uses
the Burrows-Wheeler transform [11] to convert frequently recurring character
sequences into strings of identical letters, and then applies a move-to-front trans-
form [12] and finally Huffman coding [13].

4 Experiments

This work tries to reproduce as exactly as possible the design of the experi-
ments showed in [1]. Specifically, the same data set was used, and the same
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considerations and assumptions were made.

4.1 Command-line Data

Command data was downloaded from Matthias Schonlau’s Internet homepage®.
This data set consists of commands collected from UNIX acct audit data. Of all
fields of audit data provided by acct only the username and the command were
taken. The command history of 70 users was used. Out of these 70 users, 50
were chosen randomly to represent the user base for testing, and the remaining
20 were used as masqueraders. Data was split into 50 files corresponding to 50
different users. Each file contains 15000 commands, one per line. The first 5000
commands of each file are considered genuine. The remaining 10000 commands
of each user are divided into 100 blocks of 100 commands each. These blocks
are seeded with masquerading users, i.e. with data of another user not among
the 50 users. A block is a masquerader with a probability of 1%. If a block is a
masquerader, then the following one is a masquerader too with a probability of
80%. As a result, approximately 5% of the test data contain masquerades. Not
all users testing data have masquerades interspersed.

It should be noted that commands have no arguments nor any parameters,
as this additional information was not provided by acct. It should also be
mentioned that due to the way acct collects audit data from the system, it is
impossible to tell commands typed by human users on the command line prompt
from those run automatically from shell scripts. This can lead to some users
having a very regular pattern of few commands, due to the repetitive automated
execution of shell scripts, such as .profile and make files.

4.2 The Complearn Toolkit

CompLearn is a suite of simple-to-use utilities that can be used to apply com-
pression techniques to the process of discovering and learning patterns®. It
is a software implementation of the normalized compression distance (NCD),
presented in [2] and developed by some of its authors. It is also the base of
most experiments shown in [2]. Therefore, the CompLearn toolkit implements
a feature-free, universal clustering method.

The Complearn implements the following built-in compressors:

e bzip
e google [14]
e z1ib [10]

It features the possibility to add any custom compressor as well.
The processing of data with CompLearn is modularized into several com-
mands. The main command used for testing in this work is ncd. The ncd

4Matthias Schonlau’s homepage: http://www.schonlau.net.
5The CompLearn Toolkit homepage: http://www.complearn.org.
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command reads input data, which can be specified in several different formats,
consisting of say n objects, and returns a n xn symmetric square matrix with the
pairwise distance between every two objects (the distmatrix.clb file). This
process is mainly CPU-bound but its complexity is polynomial with respect to
the number of input objects.

4.3 Experimental Design

The experiment is constructed as follows. The 5000 commands of training data
represent a user profile. For each block of 100 commands of testing data, a
score is computed by comparing it with the user profile, as described in [1]. If
the score exceeds a threshold, an alarm indicating a potential masquerade is
triggered. No updating of the user profiles is performed.

Our approach is based on the “Compression” method described in [1]. The
only difference is the use of the NCD for the score calculation instead of the
original unnormalized compress-based approach. The threshold for each user is
obtained in the same fashion as in the “Compression” method.

Different compressors were used in turn as the underlying compressor for the
NCD with the purpose of comparing each one’s ability to detect similarities and
patterns in the command line data.

Tests were run using the following underlying compressors for the NCD:

e bzip

e compress

e zlib

e raw zlib with a custom dictionary

bzip and z1ib support is built-in into CompLearn. compress version 4.2.4 was
used. The latter compressor generates raw zlib streams, i.e. without any header
and checksum value, using a fixed custom dictionary, consisting only of those
commands found in the training data, ordered by the number of times it was
executed. In all cases the maximum compression level for each compressor was
selected. 1ibcomplearn version 0.9.2 was used.

4.4 Results

Tables 1 and 2 show the False Alarm and Missing Alarm Rates obtained when
targeting a fixed False Alarm Rate corresponding to the compress-based and
the bzip-based NC'D methods, which are the best performing ones.

Results from the NC D-based approach are compared with those obtained
by Schonlau et al. in Table 3. In all cases a false alarm rate of 1% was targeted.
It can be observed that the NC D-based method’s missing alarm rates are rela-
tively high in comparison with the other methods. Particularly, the NC'D based
on compress performs better than all the other methods except for Bayes one-
step Markov and Hybrid multistep Markov. On the other hand, the false alarm
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Table 1: NCD (compress): False Alarm Rates and Missing Alarm Rates

Targeted

False False Missing

Alarms (%) Alarms (%) Alarms (%)

1 2.9 57.5

2 4.46 51.9

6 9.8 40.2

10 124 34.1

50 53.1 9.9

Table 2: NCD (bzip): False Alarm Rates and Missing Alarm Rates

Targeted

False False Missing

Alarms (%) Alarms (%) Alarms (%)

1 0.6 69.6

2 0.8 65.8

6 3.0 61.4

10 4.7 57.1

50 42.4 23.8
Table 3: Comparison of all methods (targeting a false alarm rate of 1%)

False Missing

Method Alarms (%) Alarms (%)
Uniqueness 14 60.6
Bayes one-step Markov 6.7 30.7
Hybrid multistep Markov 3.2 50.7
Compression 5.0 65.8
Sequence-Match 3.7 63.2
TPAM 2.7 58.9
NCD (bzip) 0.6 69.6
NCD (compress) 2.9 57.5
NCD (zlib) 1.2 77.9
NCD (raw zlib with custom dictionary) 1.3 82.6
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rates are low, especially for bzip and z1ib, which are the lowest ones among
all shown methods. The z1ib dictionary-based approach performs poorly. It
can also be observed that the NC'D based methods are closer to the target false
alarm rate.

Receiver operating characteristic curves, or ROC curves, are often utilized
to show the trade-off between the missing alarm rate and the false alarm rate,
by varying the masquerade detection threshold. The ROC curves for the NCD-
based method using z1ib, bzip, compress and raw zlib with a custom dictionary
are shown in Figure 1.

It can be observed that the compress compressor performs better than bzip.
On the other hand, the bzip compressor yields slightly better results than z1ib.
The raw zlib compressor with a custom dictionary fares poorly, though similarly
to zlib.

The original ROC curves obtained from Schonlau et al’s experiments are
shown in Figure 2. Figure 3 shows a comparison between some of these curves
and those of the two best performing NCD-based approaches. The NCD ROC
curves perform better for low False Alarm Rates. Particularly, the compress-
based NC'D ROC curve is very similar to that of Compression, as expected.

5 Conclusions and future work

We have shown that the Normalized Compression Distance can be applied on
the detection of computer masqueraders. Its accuracy is comparable to that of
traditional methods, having no prior knowledge about the command line data.
This is due to the universality and parameter independence of the NCD.

We should bear in mind that the command data used has no arguments
or parameters. It should also be noticed that presently the analysis of data is
purely syntactical, i.e. the semantical “meaning” of commands and their con-
text of execution are not taken into account (eg. “rm -fr /” may be different
than “rm -fr /tmp/#”). Commands are not divided into sessions. Should ses-
sion data be available, it could be utilized in our calculations. The use of all
these additional data should be explored. We believe that the accuracy of the
presented method could be enhanced by taking into account these topics.

Intruder command line data, such as that captured by keyloggers, may be
much shorter than 100 commands. The use of block lengths different from 100
commands should be analized more thoroughly, as it may have a significant
impact on the accuracy of this method.

Presently the user profiles are built statically. The dynamic update of user
profiles should also be explored further.

Finally, a thorough analysis of the impact of the underlying compressor
used is due, as it could have a significant impact on the NC'D ability to discern
legitimate users from masqueraders. This could lead to the construction of a
compressor specialized in command line data. A first approach on this direction
was the construction of the raw zlib compressor with a custom dictionary,
though its results were disappointing.



M. Bertacchini et al., Masquerader Detection, EJS, 7(1) 31-42 (2007) 40

o
S |
S ) —— NCD (bzip)
I --- NCD (compress)
ol NCD (zlib)
TR, --- NCD (raw zlib custom dict.)
o | N S
o
L o |
~ ©
£
g
<
[}
£
3 o
= <
o _|
N
o

T T T T T T T
0.1 0.5 1.0 5.0 10.0 50.0 100.0

False Alarm (%)

Figure 1: ROC curves for the NCD method using zlib, bzip, compress and
raw z1ib with a custom dictionary as the underlying compressor (no profile
updating)
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Figure 2: Original ROC curves obtained by Schonlau et al. (no profile updating).
(This figure is freely downloadable from Matthias Schonlau’s homepage)
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Figure 3: Comparison between NC D-based and some of the original ROC curves
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