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Abstract. This paper presents a first literature overview on the nowadays use of 
Knowledge Engineering in the framework of the development of solutions in the 
field of Artificial Intelligence. With the assumption that the conceptualization, 
formalization and modeling of data is fundamental in this type of projects, it is 
considered that Knowledge Engineering can actively collaborate orienting and 
guiding part of these activities. In this context, a doctoral research line is pro-
posed about the use of Knowledge Engineering to perform Intelligent Data Anal-
ysis. This line of research arises from the fact that existing methodologies in the 
field of Artificial Intelligence and Data Mining do not incorporate complete do-
main and context knowledge in data analysis. The incorporation of this 
knowledge allows contrasting the hypotheses obtained from the data and enriches 
the analysis reaching better results. 
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1 Introduction 

Knowledge Engineering [1,2] is a discipline that is linked to Artificial Intelligence 
and is oriented to the construction of Intelligent Systems, which are artifacts that present 
some intelligent behavior in the human sense. Within Intelligent Systems are 
Knowledge-Based Systems whose source of knowledge can come from data or domain 
knowledge.  The data may be obtained from the domain itself or could be external, so 
they may require data from libraries or other databases outside the domain.  

 
Data analysis methods typically use normalized and structured numerical data as 

inputs, without considering the heterogeneous nature of the data repositories. These 
methods try to interpret the output, but a complex Intelligent System cannot be analyzed 
through them. If added to this data analysis, domain knowledge would be enriched and 
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complement the development of Intelligent Systems. In this sense, Knowledge Engi-
neering can help with the work of data that may be inaccurate, uncertain, have errors, 
contradictions and biases. If the data is biased, there is a risk of generating an Intelligent 
System that is not based on reality and produces erroneous results [3], solving a differ-
ent problem from the one that is to be solved. 

Also, the usual practice to find relationships between existing data involves "going 
blind" in their processing using the application of algorithms or analysis tools, such as 
statistical tools or Machine Learning [4]. This is done in a unidirectional way with the 
purpose of being able to interpret the output generated by these algorithms in order to 
verify if the dataset can be useful or not for the implementation of an Intelligent System. 
However, this practice is not valid for an Intelligent System due to its complex nature.  

In this context, the doctoral research line proposes that, based on existing data and 
domain knowledge, the process of Intelligent Data Analysis can be systematized using 
techniques and tools belonging to Knowledge Engineering. This analysis will focus on 
different elements such as the contrast and establishment of hypotheses between data 
and domain knowledge, the bidirectional balance between correlation and causation, 
searching for association rules in both directions, and the construction of formalizable 
cognitive models, such as taxonomies and ontologies, that enrich the analysis. 

2 Motivation and literature overview 

Hybrid Intelligence [5,6] allows achieving complex objectives by combining human 
intelligence and Artificial Intelligence in order to achieve results superior to those that 
each of them could have achieved separately and to continuously improve by learning 
from each other. In this sense, the combination of Knowledge Engineering and Machine 
Learning allows complementing the strengths and weaknesses of both, opening new 
possibilities for the organization of knowledge and contributing to the creation of hy-
brid Intelligent Systems. This is why, currently, there are international forums that are 
beginning to address the importance of the relationship between Knowledge Engineer-
ing and Machine Learning, such as AAAI-MAKE [7], KEPS [8], IKE [9] and KEOD 
[10].  

Some works that show the application of Hybrid Intelligence are: 
• In [11] a recommendation system for small businesses with Hybrid Intelli-

gence is proposed to prevent the lack of operating funds in the short term that
represents a critical problem in this type of organizations. Since the solution
using Machine Learning alone was not viable due to the complexity of the
problem, the heuristic knowledge of financial experts is integrated. This
knowledge is incorporated through a rule-based analysis in order to identify
different corrective actions to solve the problem while Machine Learning
models are used to predict the probability of success and the cost of each ac-
tion.
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• In [12] a model is presented that combines the results of different agricultural
simulations with the knowledge of the experts to make predictions. Artificial
Neural Networks are used to make these predictions, while ontologies are used
to link the data with the experts' knowledge.

• In [13] a decision support system is designed for the admission process of
students to a University in order to admit the right students. Since the current
admission process is based on experts who apply their criteria for admitting or
not admitting a student, their knowledge was acquired through previous case
studies. It combines reasoning based on previous cases and Machine Learning
for the analysis of qualifications.

On the other hand, knowledge is usually used anarchically, since there are method-
ologies such as CRISP-DM [14], SEMMA [15] or P3TQ [16] that define an under-
standing of the domain, but do not systematize how to use it and do not relate it directly 
to data analysis. Likewise, the KDD process [17] proposes a data preprocessing and 
transformation stage to then detect behavioral patterns, but does not incorporate domain 
knowledge in the data analysis either. 

In this line of doctoral research we intend to deconstruct what has been done in the 
implementation of Intelligent Systems that are currently successful cases, such as the 
evaluation of hate speech in social networks [18] or INFEDEC 2.1 [19] which is a 
Knowledge Based System for decision support in the medical field. 

In order to make the appropriate decision, the right knowledge needs to be available 
and accessible in order to be able to make better decisions [17]. When we are faced 
with Artificial Intelligence to be able to anticipate the future by looking for the right 
outcome, today, there is a decision of whether we link it to the data that is available or 
we also incorporate domain knowledge into that data. In this sense, two tasks can be 
performed from the available data. In the first instance, their manipulation and in the 
second instance their exploitation. 

Data manipulation consists of surveying the available repositories in the domain and 
from them, being able to transform them into a heterogeneous datalake containing us-
able data. All available data must be acquired with the objective of converting them 
into a representation appropriate to the problem being solved. They must be prepared 
in a certain format and then cleaned so that they can be used and stored in a suitable 
container. 

The objective of data exploitation is the complete analysis of the data. Therefore, 
from the datalake it must be decided whether the data or a part of it follows a trend or 
not. In the case that part of the data follows a trend, an analysis of the data is performed 
using statistical models and Machine Learning. However, whether they follow a trend 
or not, the use of Knowledge Engineering is also proposed in order to contrast and 
establish hypotheses based on the experience of experts in that area of knowledge. In 
reference to the contrast and establishment of hypotheses between data and domain 
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knowledge, Popper [18] defines that in the search for knowledge one cannot dispense 
with the truth, therefore, it is a matter of finding true theories or those that are close to 
it, rejecting false theories. The hypotheses that can be established from the data have a 
degree of confirmation and also have a degree of refutation that can be obtained from 
the knowledge of the domain, giving more or less credibility to each of them. 

Knowledge Engineering allows the acquisition of expert knowledge through direct 
methods, such as interviews, questionnaires and surveys, or through indirect methods, 
such as observation of routine tasks, analysis of protocols and grids [19]. This 
knowledge can be conceptualized taxonomically and ontologically, enriching the data 
analysis. Soft Computing [20] techniques that are tolerant to imprecision and uncer-
tainty within the knowledge representation can also be used. 

2 Conclusions 

This article describes a doctoral research line that proposes an Intelligent Data Anal-
ysis using techniques and tools belonging to Knowledge Engineering. Knowledge En-
gineering enriches the data analysis process with domain knowledge. In this way, Ma-
chine Learning is used to generate hypotheses that check or contradict with domain 
knowledge, being able to find a balance between correlation and causation. 

As future lines of work and considering that in order to carry out any solution devel-
opment process in the field of Artificial Intelligence, it would be advisable to be ori-
ented by guidelines, models, methodologies and/or frameworks that guarantee the im-
plementation of a high quality product, it is expected to lay the foundations for the 
proposal of an integral methodology based on good engineering practices with a view 
to the fields of Knowledge Engineering and Data Analytics. The proposed framework 
aims to contribute to strengthen the relationship between specifications and their formal 
representations in search of a structured and organized implementation of the interven-
ing actors. 
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