
CHAPTER XV 

PROPERTIES OF THE F'M: SERIES WITH ZERO CONVERGENCE 

RADII. 

§.49. FM and asymptotic properties of Taylor coefficients of a series 

with zero convergence radius. 

This section starts the analysis of models with power series expan

sions with zero convergence radius. Our first aim is to apply the for

malism developed in §.44 to a simple model with the above features 

and to determine the conditions under which the FI,t leads to a conver

gent sequence. 

Let us consider the zero-dimensional field theory model introduced 

by Eq. ( 11. 14) : 

E(g,A) (49.1) 

The coefficients of the A-power series expansion associated with 

(49.1) behave asymptotically as shown in Eg. (11. 211 . 

In order to apply the FM, it is first necessary to obtain the di

latation transformation, which in this case happens to be 

E(g,A) 1 A-1/4 

Iii' -00 

(49.2) 

therefore S = -1/4 and a = -1/2. The application of Egs. (44.71 and 

(44.3) makes up the starting point to construct the sequence conver

ging towards E(l,A): 
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E(l,A) E(k(l-w),w) 

(49.3a) 

-2 -2 
wk (l-w) (49.3b) 

Seznec and Zinn-Justin studied the change of variables (49.3b) to 

introduce an ODT /1/. Arteca et al /2/ have analysed the connection 

between both procedures. 

According to the function structure (49.1), we obtain from (49.3a) 

the following result for E(k,w) 

E (k,w) 
1 

Iii 

2 2 4 
J+oo e-kx +w(kx -x ) dx 

that can be expressed as a w-power series 

E(k,w) 

with coefficients E(n) given by 

1 

liin! 

n w 

(49.4) 

(49. Sal 

(49.Sb) 

As shown in §.43, k must be order-dependent becau;:;e E(l,A) has zero 

convergence radius. In order to study such dependence upon the order, 

we resort to the argument introduced in Ref. /1/. Seznec and Zinn

Justin /1/ determined the parameter k ~aking null the last ter~ in the 

renormalized series. 

Let us apply the saddle-point method (Appendix C) to compute E(n) . 

For this purpose, Eg. (49.Sb) is rewritten as follows: 



1 

IiiN! 
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j'" e F (x) dx 2 2 4 F(x)=-kx +Nln(kx -x ). 

The equation determining the F(x) extreme points x* is 

4 2 
2kx* - x* (2k2 + 4N) + 2Nk 

which can be rewritten as 

t 2 - (8+2)t + 8 

where 

2 
x* at k/a 

The two roots of Eq. (49.3) are 

t + 

with 0 ~ + <0 and 8<t+ <00. 

o 

o 

(49.6) 

(49.7) 

(49.8) 

(49.9) 

(49.10) 

The replacement of t49.9) in (49.6) yields the Ftx) extreme value 

F(x*) F (t) -Nt + N lnN+N In(t-t2/8) t49.11) 

Taking into account (49.8), the precedent relationship may be 

written as 
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The root t_ in (49.10) gives 

t 2 -t- > 0 since 6>t_ 

whereupon 

On the other hand, the second root leads us to 

after which it follows that eF(t+) alternates in sign: 

N -Nt N 2t+ 1).N (-1) e + N (--6---

(49.12) 

(49.13a) 

(49.13b) 

(49.14a) 

(49.14b) 

According to the criterion presented in Ref. /~/, k has to be chosen 
so that ECN ) = O. Then, the contributions to the integral coming from 

the extremes t+ and t must cancel out, i.e. 

im 71 
y= e , m 0, + 1 (49.15) 

with m = 0 when N is odd and m = ± 1 when N is even. The substitution 

of (49.13b) and (49.14b) into (49.15) y~elds 



e-Nt- 11- 2t_ IN 
15 
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ye-Nt+ 12t+ _liN 
15 

We can select the.·N-th root of (49.16), considering that 

lim y1/N = lim {cos (~)+ i sin (m~)} 1 
N+oo N+oo N N 

which leads us to the following equation for large N-values 

(49.16) 

(49.17) 

(49.13) 

The insertion of Eq. (49.10) into C49.181 determines a trascenden
tal equation in 15: 

2+(15 2+4)1/2 

_2+(15 2+4)1/2 

which has a unique positive real root 

1. 3254363337 

(49.19) 

(49.20) 

This allows us to complete the search for the dependence of k upon 
the order N when N»1: 

15 'I 15 (N) (49.21} 

Eg. (49.21) is valid for N>1 because it haS been determined according 
to the saddle-point approxi~ation for E (k,w). 
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Next we can compute the asymptotic form of the coefficient E(N) by 

way of Eg. (D.7) 

(49.22) 

where for the sake of simplicity we have used t 

Eg. (49.6) gives for the second derivative 

F"(X) (49.23a) 

and (49.7) yields 

F"(x) (49.23b) 

The replacement of (49.9) into (49.23b) gives the desired result 

F" (t) N1/2{_261/2_4t_61/2+261/2!1-6t;/6!} 

L-L/6 

Egs. (49.20) and (49.10) allow us to obtain numerically 

A 11.370553667 

(49.24) 

(49.25) 

The substitution of (49.25) and (49.13b) into (49.22) leads us to 

the following result: 

(49.26) 
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Taking into account the Stirling approximation (Eg. (D.21», the 

last equation may be rewritten in a more suitable manner as 

0.5154353373 (49.27) 

The result (49.27) is very important and gives us 

o (49.28a) 

lim li(N)/i(N-1) I B (49.28b) 
N+oo 

Although in this case the property (49.23b) does not permit us to 

compute the convergence radius in w (since we are not dealing with a 

series but an order-dependent sequence),the analysis performed before 

shows that (49.5a) converges for w = 1. Moreover, Lemma 44.1 assures 

us that if the sequence converges for w = 1, then the same happens for 

l/A+O. In other words, the FM sums the A-power series associated with 

(49.1) V A > O. Remember that the employed series is asymptotically 

divergent: ~(n) ~ (p-1)!. 

From Eq. (49.27) we can estimate the error arisinq from the trun

cation up to the order N. This error is of the order of the last term 

kept, viz 

(49.29 ) 

The contribution wN can be determined froD the transformation 

(49.3b). Noticinq that k+oo when N+oo (E'l. (49.21», then Eq. (49.3b) 

yields 

1 
w~ 1 - kA1/2 + ... , k > > 1 (49.30) 
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and thus 

N eN 1nw {N 1n11- 1 
+····1 } w " exp 

kA1/2 

" e 
_N/kA 1/ 2 

e 
_(N/OA)1/2 

Then, the complete formula for the error is 

_(N/OA)1/2 
e 

" 

(49.31) 

(49.32) 

In line with the discussion presented in §.44, the largest error 

corresponds to l/A~O, that is precisely the condjtion under which we 

have tested the convergence. 

Up to here we have followed Seznec and Zinn-Just~n's criterion and 

the Saddle-point approximation /1/. Considering the discussion of 

§.44, the k (=k*) value for the FM must be chosen according to the Sen

sitivity Rules. Thus, it is important to verify whether the conclusions 

derived here are also obtained from the Sensitivity Rules for IP and 

SP sequences. The answer is affirmative, as will be shown in the next 

paragraph. Some consequences are discussed in Ref. /3/. 

It is worth noting that the chosen k value used to prove the conver

gence of (49.5a) presents a non linear dependence upon the order N 

(Eq. (47.21». 

2 Our analysis reveals that such dependence, k 

get £N~O when N~oo. 

ON, is essential to 

Let us now generalize the procedure depicted at the beginning of 
this section to obtain the expected k-dependence upon the order. tie 

consider a function with a formal divergent asymptotic expansion in 

A-power series like (Eq. (11. 93» : 

E (1, A) L E en ) An , E(n)-+ a nbcn (pn+~)! 
n=O 

(49.33) 
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Assuming a usual scaling law for (49.33), we have 

E(l,A) 

The PM associates a sequence SN(k,w} with E(l,A} 

where (c.L Eq. (44.14)): 

N 
1: 

s=O 

N 
1: E (n) 

n=O 

n w 

{49.34} 

(49.35a) 

(49.35b) 

Next, we set the last coefficient of (49.35a) equal to ZE'ro, and, 

by usin~ (49.35b), get an approximate behavior for k: 

kN/ClE (N) ~ constant k (N-l) ICl E tN-1} (49.36) 

The substitution of (49.33) into (49.36} allows U$ to deduce the k 

dependence upon the order: 

p k-1/Cl ~ oN (49.371 

If cl = - 1/2, then it follows Eg. (49.21). Eq. (49.37) shows the 

sort of k dependence on N to be expected in order to have a convergent 

sequencE'SN(k,l) (and from it SEN)' As stated before such k vs N de

pendence is determined through a dilatation relationship and the know

ledge of the approximate asymptotic behavior of the coefficients E(n}. 

It seems that the convergence rate of power series by these order

dependent transformations depends on the cl and B exponents. In Appen

dix J we provide an analysis of the conformal mappin~s between A and 
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w complex planes, as functions of a and 8. As it is shown there, these 

transformations remove a growing number of sin~ularities in A from in

side the convergence domain when N increases. The way and rate with 

which these A-singularities are removed depends on a and S, and fixes 

the efficiency of the Fl4 as a sur:tmation !:\ethod. He propose in Appendix 

J an approximate quantitative measure for such an efficiency, as a 

function of the exponents characterizing the Symanzik scaling law. 

§.50. Application of the FI1 to integrals of interest in field theory 

and statistical mechanics. 

Let us consider again the field theory elementary model (49.1) to 

study numerically the A-power series convergence by the FH. 

The model defined by 

E(l,A) 1 

liT 
(50.1) 

has two associated power series expansions 

E(l,A) 

E(l,A) A-1/ 4 L e(n) A- n / 2 

n=O 

( -1) n (4n) ! A~O 
- . 4n' 

n! (2n)!2 
(50.2a) 

(_l)n (2n- i)!/ 

1 ~ 0 
A 

(50.2b) 

~le choose the expansion (50.2a) and analyse the convergence behavior 

of the renormalized series when l/A~O. In line with equations presented 

in §.44, the FM approches to E(l,A) through the sequence 

(50.3a) 
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SN(k,w) 
N 
L E (n) 

n=O 

n 
w (50.3b) 

where w is a root of Eq. (44.7), i.e. 

o (50.3c) 

According to the Lemma (44.2) the chosen root is 

w (50.3d) 

Coefficients i(n) arise from Eq. (44.14), and for the model (~0.1) 
they are 

n 
L 

5=0 

(_1)n-s (-(45+1)/2) E(s)k-(4s+1)/2 . C50.3e) 
n-s 

The k-value must be determined according to the Sensitivity Rules 

by studying the critical pOints of the se~uence SN(k,1) 

N 
L E(n) (50.4) 

n=O 

Hhen analysing the convergence of SEN toward E(l,,,), the most un

favourable condition corresponds to the case 1/"~0. Thus, one can ex

pect that SN(k,1) converges to ,,1/4 E(1,,,) ,i.e. 

r(1/4)/211 1/ 2 1.022765672 •.. (50.5) 
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The computational procedure is quite si~ple. The =irst and second 

derivatives of (50.4) are obtained at once from (50.3e): 

1 ~ ~ (_l}n-s (4s+1) (-(4s+1}/2}E(s}k-(4s+3}/2 
2 n=O s=O n-s 

(50.6a) 

N n 
!4 E E (-1}n-s(4s+1) (4s+3) (-(4s+1}/2}E(S}k-(4s+5}/2. 

n=O s=o n-s 

(50.6b) 

After determining the zeros of (50.6a) and (50.6b) for N = 1,2, ... 

the Sensitivity Rules yield the optimum parameters k~ and k~ which 

allow us to study the convergence (50.5). Finally,Eqs. (50.3a), (50.3b) 

and (50.3d) give the approximation to the function E(l,A). 

Before discussing the numerical results, it is suitable to make 

some general comments on the computational procedure: 

i) A very simple computer program is needed to determine the roots of 

Egs. (50.6al and (50.6b) for N = 1,2, •.• 

ii) Intrinsic errors in the computational scheme can be further reduced 

by determining kN up to 15 significant figures and using double pre

cision. 

iii} A binary bisection algorit~~ is employed to compute the zeros of 

(50.6a) and (50.6b), since although it is slower than other approxima

tion procedures, it does not present major convergence problems. 

iv} The greatest limitation regarding the accuracy of the results for 

SN(k,l) lies in the accuracy of the coefficients E(n}. Our computa

tional experience comfirms up to a good degree a rule pointed out by 

Le Guillou and Zin-Justin /4/ when studying the Zeeman effect in hy

drogen. This rule may be stated as follows: to approach in an efficient 

way the function under consideration by means of a sum method and 2N 
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terms of the RSPT, then the RS coefficients must be known up to N sig
nificant figures. 

For the model (50.1), coefficients E(n) are known with the desired 

accuracy for any n, so that round off and truncation errors of the par

ticular computer machine must be considered. It is more convenient to 

compute them in a recursive manner: 

E(n) (4n-l) (4n-3) E (n-l) , n > 1 
4n (50.7) 

Eq. (50.7) allows us to compute up to E(24} '" 1,6 x 1037 without 

making any further modification. The maximum figure N = 24 is large 

enough for our convergence analysis 

Table 15.1: Convergent renormalized sequences obtained by means of the 
FM for the integral (50.1). 

~ a) S a) kS b) S b} 
N SN(kN,1) N SN (kN,1) 

1 1.5811333301 0.954325 

2 2.2750692367 0.930061 

3 2.2636203055 1.01093 

4 2.7262335278 1. 01714 

5 2.7921625419 1. 02036 

6 3.1595269723 1.02163 

7 3.2320935106 1. 02224 

8 3.5477633258 1.02252 

9 3.6139740554 1 .. 02265 

10 3.9000505775 L 02271 

11 3.9683323435 1. 02274 

12 4.2241693563 1. 02275 
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13 402893393194 1 ,02275898 

14 4.5257119252 1.02276249 

15 4.5879464926 1.02276405 

16 4.8087160792 1.02276490 

17 4.868275699 1002276528 

18 5.0761745862 1.02276548 

19 5.1333196163 1.02276557 

20 5.3303680520 1.02276563 

21 5.3853608114 1.02276565 

22 5.5729670487 1.022765661 

23 5.6259528357 1.022765666 

24 5.8062772752 1.022765669 

a) Sequence A. 

b) Sequence B. 
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Table 15.1 (cont.) 

kI c) I c) N 
N SN(kN'l) 

1 2.41522945772 0.832458 

2 3.34026841135 o . 911606 

3 4.45010636123 0.915744 

4 5.57824977631 o 917569 

5 6.71611510403 0.918499 

6 7.85917109226 0.919037 

7 9.00532549791 0.919377 

8 10.1534807862 0.919605 

9 11.3030048228 0,919766 

10 12.4535072544 0.919384 

11 13.6047337191 0.919972 

12 14.7565112320 0,920041 

13 15.9087179817 0.920095 

14 17.0612656726 0.920133 

15 13.2140337189 0.920173 

16 19.3671373726 0.929292 

17 20.5203732075 0.920227 

13 21.6737660678 0,920247 

19 22.8272919532 0.920265 

20 23.9809315232 0.920280 

21 25.1346690179 0.920293 

22 26.2884914640 0.920304 

23 27.4423830853 0.920314 

24 28.5963498558 0.920323 

c) Sequence C. 
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Table (15.1) shows results for k; and SN(k;,l), 1 ~ N ~ 24. It is 

to be noted that whenever N is even, SN(k,l) only presents two IP, 

while for the case N odd there are one IP and one SP. Thus, we have 

two convergent sequences through IP and one from the SP, which can be 

arranged according to their dependence upon the order N. 

The dependence of k; on N for the several sequences is numerically 

fitted by means of a regression analysis /5/. In the following we call 

A,B,C to the sequence through the SP and the two sequences from the 

IP, respectively, 

From the last six values for the A sequence, we find the dependence 

(N odd): 

(1.169 ! 0.001) + (1.3253 ! 0.0003) N (50.8a) 

r = 0.9999999952 (50.Gb) 

where r is the correlation coefficient /5/. It must be pOinted out 

that in order to obtain the accidental errors (50.Ga), we have employed 

a 99% confidence interval. 

The result obtained from the last six values of the sequence B 

(even) is 

(1.958 ! 0.008) + (1.323 + 0.002) N (50.9a) 

r = 0.99999971 (50.9b) 

Finally, the sequence C (for any N) gives for the last 12 values a 

different dependence. 

(0.912 + 0.003) + (1.1534 ! 0.0007) N (50.10a) 
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r = 0.999999934 (50.10b) 

Results (50.8) - (50.10) are very suggestive and they permit us to 

extract important conclusions, which are displayed in what follows: 

i) The method permits one to obtain, from a Taylor expansion with 

zero convergence radius, order-dependent convergent sequences depending 

on the order. The structure of such dependence upon the order is de

termined in a natural way by the Sensitivity Rules for the SN(k,l) 

critical pOints. 

ii) Among the three sequences, two of them predict a perfect linear 
2 correlation between k and N, which is in agreement with the expected 

behavior for this model according to Eq. (~9.3]). As well, as discussed 

in §.47, there appears a sequence with linear correlation between k 

and N. 

iii) The numerical fitting made for the linear correlations k 2 = oN 

in the A and B sequences allows us to obtain as the most accurate re

sult 

1.3253 + 0.0003 (50.11) 

which is in excellent agreement with Eq.(49.20). Let us recall this 

last equation was derived from a completely different procedure: to 

make null the last coefficient of the renormalized series /1/. 

iv) A and B sequences converge uniformly from below toward the exact 

result (50.5). Table 15.1 gives the following results 

1.022765666 , sequence A (50.12a) 

1.022765669 , sequence B (50.12b) 
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For N = 24 we find an error of about 3 x 10-9 with respect to the 

exact result. For the sake of comparison, Eq. (49.32) yields the fol

lowing error when l/A+O (predicted from the saddle point argument): 

-9 1,9 x 10 (SO.13) 

The agreement is noteworthy, revealing that the FM allows one to 

obtain the expected convergence rate through its critical point sequen

ces. Likewise, we may note that our predictions about the Sensitivity 

condition (plateau) for SN(k,l) as a k-function is fulfiled quite well: 

the second derivatives decrease permanently following a sequence of 

SP's, and the same happens for the first derivative via a sequence of 

IP's. 

v) Sequence C (which has a k vs N linear dependence) converges to an 

incorrect result from below the exact one. We can estimate in an ap

proximate fashion that 

0.9203 + 0.0001, N»l (SO.14) 

Though the model (SO.l) has been studied by several authors with 

order-dependent transformations, the three sequences (SO.12a), (SO.12b) 

and (SO.14) are completely original (see Ref. /3/). 

vi) Results (SO.12) assures us that for A<oo we have an approximation 

to the exact result E(l,A) with 9 decimal places at least. In order to 

perform this calculation, we show in Table lS.2 the coefficients E(n) 

obtained by means of k~4 of the sequence B. 
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Table 15.2: Coefficients E(n) of the renormalized series for the 

model (50.1) up to the 24th-order. 

n E (n) a) 
n E (n) 

0 0.415002883507 0) 13 0.40476199735 (-3) 
1 0.198268994508 0) 14 0.18336771682 (-3) 
2 0.133743080530 0) 15 0.7953303026 (-4) 
3 0.943947765661 (-1) 16 0.3312447890 (-4) 
4 0;659163380150 (-1) 17 0.132364863 (-4) 
5 0.446492425652 (-1) 18 0.59834208 (-5) 
6 0.290791541167 (-1) 19 0.18782714 (-5) 
7 0.181312788840 (-1) 20 0.6683934 ( -6) 
8 0.108006956255 (-1) 21 0.229294 (-6) 
9 0.61416078404 (-2) 22 0.7595 (-7) 

10 0.33332446288 (-2) 23 0.2416 (-7) 

11 0.17272408240 (-2) 24 0.134 (-3) 

12 0.85509054517 (-3) 

a) Figures must be multiplied by a power of ten ~iven between 

parenthesis. Results were rounded off according to the significant 
I figures given for k 24 • 

The FM permits a straightforward calculation of E{l,,,), since coef

ficients E(n) are determined just once. Table (15.3) displays the 

results for SE 24 as an approximation to E(l,,,) in a wide range of ,,

values. This computation was accomplished via Eqs. (50.3a), (50.3b) and 

(50. 3d), and the approximate results are compared with the exact ones 

(determined with the Romberg integration method~ 
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Table 15.3: Results obtained for the function (50.1) in a wide ran~e 

of A-values. 

A E(l,A) exact a) SE24 
b) 

10-4 0.9999250328 0.9999250328 
10-3 0.9992532545 0.9992532545 
10-2 0.9928039079 0.9928039080 
10-1 0.9445918017 0.9445918016 
1 0.7720521778 0.7720521778 
10 0.5201607637 0.5201607634 
102 0.3123364550 0.3128864541 
103 0.1799548854 0.1799548843 

a) Numerically computed by the Romberg integration method. 

b) Calculated with the coefficients from Table 15.2. 

A careful look at Table 15.3 allows one to verify that all previous 

predictions are fulfiled. Results obtained through the FH are better, 

regarding accuracy and convergence rate, than those derived from the 
use of the Pad~ and Borel-Pad~ methods /6/. Taking into account that 

(50.1) describes a classical partition function for an anharmonic 

quartic oscillator /7/, we can conclude the FM permits one to have up 

to a considerable accuracy degree such a function for any temperature 

(proportional to A). 

A closely related problem with (50.1) is that one determined by the 

anharmonic mean quadratic displacement function 

fOO x 2 e-S'V(x)dx /f oo e-S'V(x)dx (50.15) 
o 0 
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where V(x) is quartic anharmonic potential 

V(x) (50.16a) 

and 

13' (k'T)-l (50.16b) 

with k' the Boltzmann constant and T the absolute tenperature. Func

tion (50.15) has been thoroughly studied because it is useful to inter

pret several experimental data such as the dynamical answer of ferro

electric materials, of order-disorder and displ~e ~ /3/, as well 

as the dependence upon the temperature of the isocoric dielectric po

larizability of some liquids /9,10/. The relationship .between the func

tion (50.15) and the polarizability of any material medium is discussed 
in Appendix K. 

Owing to the deep interest about expression (50.15) there have been 

several alternative proposals to derive simple and accurate formulas to 

compute it as a function of the temperature /10,11/. The FM is parti

cularly suitable to obtain analytical expressions for this specific 

function, due to its similitude with (50.1). 

Function (50.15) has been recently studied /12,13/ by means of the 

formalism developed in §.42. 

In order to apply the FM it is convenient to rewrite (50.15) as 

follows (see Appendix K) : 

E(l,>-) 

(50.17a) 

(50.17b) 
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Notice that the study of the behavior l/A~O in E(l,A) corresponds 

to the function (50.15) at the limit T~oo. 

Function (50.17) obeys a scaling law 

E(l,A) A- 1 / 2 E(A-1 / 2 ,1) (50.18) 

which follows at once from the change of variables y4 = Ax4. Eg. (50.13) 

provides the exponents a = B = -1/2 (see Appendix J). In order to use 

the FM, we have at our disposal the expansions (50.1]) in A and A- 1 / 2 

power series. Keeping only up the first coefficients /11-14/ we are 

led to 

E (1, A) 

(50.19a) 

0.6759782399-0.2715267096 A- 1 / 2 + 0.07722148863 A-1 -

- 0.0155666445 A- 3/ 2 + 0.00173008354 A- 2 - ... 

(50.19b) 

The expansion (50.19a) has a zero convergence radius, although ap

propriately rewritten as a continuum fraction it is convergent /10/ 

(see also Appendix K). However, the employment of the continuum frac

tion is not convenient since it converges very slowly for A>l. For 

example, to obtain a reasonable result for A = 10, it is necessary to 

use around 200 terms in the continuum fraction /10/. 

~'7e have only introduced the first terms of the expansions (50.19) 

so as to make a direct comparison with the results reported by Booth 
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111/, which up to now are the most accurate analytical expressions in 

the current literature. Booth resorted to the following expression to 

approximate (50.17): 

E (1, A) '" 
n 
L 

i=O 
a.(Hc. 2 )-1/ 2 

1. 1. 
(50.20) 

The 2n parameters a i and c i are adjusted in such a way that (50.20) 

fulfils the following relationships: 

1 i 
E(i) (d ~) (A 0) T! dA1. 

i 0,1,2, ... ,2n-1, (50.21a) 

lim Al/2 E e(O) (50.21b) 
A .... oo 

It must be pOinted out that (50.20) allows one to use the combined 

information arising from both A-series expansions (Eqs. (50.19». 

However, (50.20) has a serious drawback 1eadin~ to a A- 1/2 power series 

expansion when A .... OO, as required by the function E(l,A). He know that 

the Fl1 permits one in a natural and direct way to include both expan

sions. 

The use of Eqs. (44.8) and (44.13), together with the coefficients 

a and S, lead to the approximation given by the FM for the function 

(50.17) : 

(50.22a) 

SN(k,w) (50.22b) 

The variable w is given by (50.3d) since the models (50.1) and 

(50.17) are characterized by a = - 1/2, Eq. (44.17) furnishes the coef

ficients E(n): 
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(50.22c) 

In order to perform a full comparison with formula (50.20) we in

corporate e(O) in our computations before determining k* in agreement 

with the Sensitivity Rules. The introduction of the coefficient e(O) 

may be made in an analogous fashion as done in Eq. (46.17), resorting 

to the procedure developed at the end of section §.42. The necessary 

steps to be followed are: 

-(0) -(1) i) From the five coefficients in (50.19a) we determine E ,E , ... , 
E (5) • 

ii) e(O) is added by way of E(6), using Eq. (46.16), which in this 

present case is 

e (0) _ 
5 
E E (n) (50.23) 

n=O 

The approach to (50.17) will be denoted as SE6, where the prime 

symbol is affixed to denote that E(6) in (50.22b) is given by (50.23). 

The k-optimum value (k*) is chosen as an IP or SP of the sequence SE6 
This particular example presents a stationary pOint at k* = 3.2628, 

independently of A. These values are used to compute SE6 tk*,w) and 

the results are compared in Table 15.4 with respect the exact ones 
(determined with the Romberg's integration method) and those reported 

by Booth /11/ (obtained with the same number of coefficients). Evident

ly, our results are far superior in quality, within the whole range of 

A-values. 
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Table 15.4: Compared results for the classic statistical average 

value of the quadratic shift in the quartic anharmonic 

oscillator, Eq. (50.17), for a wide range of A-values. 

a) 
E(l,A)b) SE' c) A E(l,A) exact 

6 

10-4 0.9997002 0.99970 0.9997002 
10-3 0.997024 0.99702 0997024 
10-2 0.972144 0.97214 0.972144 

10-1 0.817561 0.81858 0.817558 

1 0.467919 0.48921 0.467901 

10 0.188902 0.20276 0.188896 

10 2 0.064958 0.06721 0.064957 

10 3 0.0211072 0.02136 0.0211071 

a) Results determined by way of a numerical integration via the 

Romberg method. 

b) Eq. (50.20) with n 3 (Ref. /11/) . 

c) Results determined with ~he FH (Eq. (50.24)), k*=3.2628. 

Summing up, we have shown that the FM provides an accurate approxi

mation to the classical statistical average value of the means square 

displacement in a quartic anharmonic oscillator for arbitrary tempera

tures. Results were obtained from a T-power series expansion which has 

a zero convergence radius. 

Since sometimes it is necessary to have accurate analytical expres

sions for E(l,A), we write here the formula provided by the FM (used 

to make the computations presented in Table 15.4): 
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E (1, A) "' SE;' 3 • 26 28 ( 1-w) { 0 . 30 6 4 8 5 2274 + o. 220 11 7 817 9w+ 

+ 0.01122851323 w2 + 0.0373476866 w3 + 0.0050596001 

- 0.0032274428 w5 - 0.0020897315 w6 

4 
w 

(50.24) 

where w is given by (50. 3d) with k = k* = 3.2628. The comparison of 

(50.24) with the original series (50.19a) plainly reveals the advan

tages in the use of the FM because the function is represented as a 

power series of a parameter Iwl<l with coefficients decreasing in ab

solute value \vhen the order increases. 

§.51. Convergence conditions for the FM: Discussion of integrals with 

factorial divergence. 

We have discussed in preceding sections some functions of interest 

in Physical Chemistry, which have associated power series expansions 

with zero convergence radius. These problems can be studied in an ap

proximate fashion up to a good accuracy degree via the FM from the 

knowledge of a scaling law. Furthermore, the functions analysed in §.§. 

49 and 50 fulfil an additional condition, viz. they present power se

ries expansions for both regimes of the A parameter. 

The purpose of this section is to study the convergence properties 

when one employes the FM to sum the power series about A = 0, for those 

functions that cannot be expanded in power series about 1/A = O. 

Once again, simple functions are chosen so as all the computations 

can be performed in an analytical manner. Nevertheless, the conclusions 

to be derived are also valid when more involved problems are considered. 

Let us consider a function E(Z,A), for larg(All<n and having an 
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associated asymptotic divergent expansion in A-power series 

with the property 

E(Z,>.) L E(n)An , E(n) 
n=O 

lim E(Z,A) o 
IAI+'" 

E(n) (Z) (51.1) 

(51.2) 

For the time being, we shall not discuss the role of the Z para

meter which is chosen equal to one. 

Function E(l,A) may be represented as a Cauchy integral using the 

integration path as shown in Fig. 4.2.: 

E (1, A) 1 f E(l,x) dx 
c X-A 2rri 

(51.3) 

where C avoids the singularity at larg(k) I = n. Using the same nota
tion as in Fig. 4.2., and the property (51.2), Eq. (51.3) changes into 

where 

D(x) 

E (l,A) 1 lim 0C E(l,x) dx 
2ni r+O X-A 

R .... '" 

2!i lim {E(l,x+i£) - E(l,x-i£)} 
£ .... 0 

(51. 4a) 

ImE(l,x) 
(51. 4b) 

1T 

Eq. (51.4b) can be rewritten in a more suitable way so as to obtain 

an integral representation for E(l,A): 

E(l,A) f'" D(-x) dx 
o xH 

/:10 G(t) dt 
o l+At 

(51.5a) 
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with 

t x- 1 , G(t) (51.5b) 

Eq. (51.5a) is an integral representation of E(l,A), and may be 

employed to generate the A-power series expansion. The expansion of 

the denominator of (51.5a) as a A-power series and the identification 

term by term with Eq. (51.1) yields: 

(_l)n Joo t n G(t) dt 
o 

Functions E(l,A), whose expansions (51.1) diverge as 

(-1) n r (An+B) (-1) n (An+B-1)! 

(_l)n Joo t An+B- 1 e- t dt 
o 

(51. 6) 

(51. 7) 

are especially interesting and will be considered in what follows. 

The equality between (51.7) and (51.6) gives the E(l,A) representa

tion, whose power series expansion has the property (51.7): 

E (1, A) J OO t(A-1)n+B-1 t 
o I+At e- dt (51. a) 

Let us consider a series whose coefficients are 

(_l)n n! A B 1 (51. 9) 

This function can be generated as follows: 



E (Z, >..) 
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-t 
e 
Z+Xt at (51.10) 

The function E(Z,>..) evidently satisfies the dilatation relation
ship 

E(Z,>..) Z-1 E(1,AZ-1) (51.11) 

-1 The integral (51.10) is not expandable in >.. -power series. Besides, 

>"E(l,>..) does not remain finite when 1/>.. = 0, so that such behavior 

cannot be described by the FM of §.44. Let us analyse the way (51.10) 

diverges when 1/>"~0. The change of variables y = (l+>..tl/>" in (51.10) 
yields: 

E (1, >..) dy (51.12) 
y 

It is convenient to rewrite Eq. (51.12). We start from the followins 
relationship 

/10 
1/>.. 

dy e-y dy + }/>.. 1-e-y dx _ }/>.. dy 

y 1 Y 1 Y 

(51.13a) 

The subsequent power series expansion leads to 

e-y 
-- dy 

Y 

1 (1) 00 (-1) n (1/>") n+1 - n y - C1 - C2 + E 
n=O (n+1) (n+1) ! 

(51.13b) 
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where C1 and C2 are constants ~iven by 

(_l)n 
(51.13c) 

n=O (n+1) (n+1) ! 

Replacing (51.13b) into (51.12a), we get the E(l,Al asymptotic 

behavior 

E(l,A)~ ellA lnA + ellA 
A A 

f-(C1+C 2} + E (~l}n 
n=O 

A-(n+1) 
} 

(n+l) (n+1) 

(51.14) 

Due to the presence of the factor l~A in (51.14), the Fl-1 cannot be 

applied to study the convergence behavior of the sequence SEN when 
1/A~0. 

In order to apply the FM it is necessary that E(l,A) remains finite 

for 1/A = O. For that purpose we consider an expansion with coef

ficients 

E tn) (-1) n (ntl)! A 1, B 2 (51.15) 

arising from the function (Z=l) 

E (Z, A) dt (51.16) 

Function (51.16) fulfils the same scaling law (51.11) as (51.10) I 

but here 

lim AE(l,A) 
A~oo 

1 (51.17) 
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Let us analyse how the Fr1 allows one to approximate the limit (51.17) 

using the A-power series. \,le start analysing the renormalized series, 

so we write the following expression from Eg. (51.16) 

-x 
E(k,w) E (k (l-w) ,w) 

-x 
/" _x_e __ dx 1 

k 
foo xe dx , (51.18a) 
o l+~(x-k) o k-kw+wx 

and its associated power series expansion 

E (k,w) 

with 

n w 

w 

1 
k 

Ak/ (1+Ak) 

k 

(51.10b) 

(51.13c) 

Let us determine the conditions under which lim E(N) 

end, we write the N-th coefficient as follows: N-+oo 

O. To this 

1 
k 

1 
k 

(51.19a) 

(51.19b) 

Considering that (l_y)N <e- NY ¥ Y< 1, we can find a bound for the 

integral 11 (x<) : 

k 
J xe-(l+N/k)x dx <~ 
o k 

,00 xe-(l+N/k)x dx 

o 
k 

(N+k) 2 
(51.20a) 

Regarding the integral 12 it is convenient to change the integration 

interval to (0,00) making y = x - k: 



-k e 

k 
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= (_l)N k-(N+1) (N+1)! e-k {1 + k } 
N+1 

so that it follows the bound 

II21 < (N+1)! {1+ k} 
kN+1 N+1 

Finally we have 

II + III I 1 + 1 I 1 (N+ 1)! (1 + k) + 1 2 < 1 2 < kN+1 N+1 

+ __ k_ 

(N+k) 2 

(51. 20b) 

(51. 20c) 

(51.21) 

Evidently, Eg. (51.21) shows that E(N) remains finite when N-*oo if 

k depends properly upon the order N. Let us introduce a dependence on 
the order like 

k = ONr , r >0 (51.22) 

and look for the r-values that make E(N) zero when N-*w. The substitu

tion of (51. 22) in (51. 20b), and the application of the Stirl,ing ap

proximation (Appendix 0) yields 



which immediately gives 

lim 
N~oo 

lim 
N~oo 
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o when r > 1 (51.24a) 

00 when O<r<1 (51.24b) 

On the other hand, the replacement of (51.22) into (51.20al yields 

and thus 

lim 
N~oo 

o 

(51. 25) 

r>O (51. 26) 

The use of (51. 24), and (51. 26) in (51. 21), allows us to find out 

the desired relation 

lim IE (N) I o when r>1 (51. 27a) 
N~oo 

lim IE (N) I when O<r<1 (51.27b) 
N~oo 

Eg. (51.27b) assures us that (51.1ab) does not converge for l/A~O 

(w-+1) if r<1. 

In order to study the convergence when r > 1, we resort to the re-
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normalized sequence SN(k,w) truncating (51.13b), i.e. 

SN(k,w) 
N 
L.: E(n) 

n=O 
1 /XJ xe-x 
j( 0 

N n x n 
L.: w (1-j() dx 

n=O 
(51.28) 

Making use of the partial sum of the geometrical series (Eq. (47.3», 

Eq. (51.28) may be transformed into 

1 
j( 

fOO x 1-(1_x/k)N+1 wN+1 e-x dx 

o l-(l-x/k)w 
(51.29) 

The renormalized sequence (51.29) should converge to E(k,w) if N~oo. 

In order to see this behavior, we write the precedent equation as 

follows 

-x N-I-l N+1 
( k (~-w) +wx dx - ;- ( xe -x i:~~i~~/k) dx 

E(k,w) - ~(k,w) (51.30) 

where ~ is the remainder to be examined: 

N+1 (l_x/k)N+1 
RN(k,w) 

w foo -x dx -k- xe l-w(l-x/k) 0 

wN+1 f 
00 -x (1_x/k)N+1 

dx (51.31) xe k+w(x-k) 0 

Due to Eq. (51.30), the convergence analysis of SN(k,wl when A,N~oo 

turns into the study of RN(k,l) at the limit N~QO. The discussion is 

made in a similar fashion as done for E(N). Thus, we have 

~(k,l) 

fk e-x (1_~)N+1 dx 
o 

It is found at once the following bound for A~: 

(51. 32a) 

(51.32b) 
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< Jk e-Xe-X(N+l)/k dx< Joo e-X(N~1 + l)dx 
o 0 

k 
N+l+k (51. 33a) 

where the equality is valid when N,k~oo. Similarly, it is found for A2 

(51.33b) 

and the application of (51.22) permits one to write the remainder as 

(51.34) 

When N~oo, the first term at the r.h.liI. in (51.34) is infinite if 

r<l, and null when r>l. This result find for the remainder that 

lim ~(k,l) 
N~oo 

A if r l+Q 1 (51.35a) 

1 if r>l (51. 35b) 

Eq. (51.35) is important since it shows that ~ is not zero when 

w = 1 (l/A~O) and therefore SN(k,w} does not converge to E(k,w) when 

N~oo. Notice that, since 0>0, the smallest remainder occurs when r = 1, 

that is to say, when the order dependence is setted by the scaling law 

(a=-l in Eq. (49.37)). The situation found here is similar to that one 

discussed in §.47 for the geometrical series, in the sense that order

dependent sequences with a linear correlation k vs N do not converge to 

the exact result. However, we have found a new fact: considering a 

function with a=-l, and an asymptotically divergent power series ex

pansion about a=O, the sequences like k=oN are those converging nearest 

the exact result. 

According to the FM, the 0 parameter must be found first determining 
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the SN(k,l) sequences of IP and SP and then to fit them linearly with 

N. The result (51.35a) makes certain that the introduced error will be 

less when the slope 0 decreases. 

Now, we have all the necessary elements to find the SN(k,w) value 

when N~oo. In order to take the limit N~oo in (51.31), we notice that 

from Eq. (51.18c) it follows that 

Inw - 1- when k»l and A>l 
Ak 

(51.36) 

which enables us to obtain the following result with the help of 

(51. 22) (r = 1): 

and 

lim wN+1 
N~oo 

In addition to this, we know that 

lim {k+w(x-k)} 
N~oo 

lim 
N->-oo 

oN(l+Ax) } 

l+A6N 

lim (l_~)N+1 
oN 

1 + x 
A 

(51.37) 

(51. 38a) 

(51.38b) 

The substitution of (51.37) and (51.38) into (51.30) yields 

- _e-l/oA foo xe-x (l+l/o) 
E (k,w) 0 x+1/A dx (51.39 ) 

and the change of variables y (o+l)x/o turns (51.39a) into 

E(k,w) dy 
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(51.40) 

Finally, Eq. (44.8b) with B=-l (See Eq. (51.11» allows us to find 

the FM estimate for E(l,A): 

E(1,A)_e-1/ oA (1~8)2 E(l,oA/(l+o» (51.41) 

The remainder in Eq. (51.41) is not null for A>O and for this 

reason the FM permits one to construct a sequence converging to a lower 

bound for E(l,A). This sequence is determined by an order dependent 

mapping where k is proportional to N. The direct application of the FM 

and .the Sensitivity Rules lead to the same result. 

Before proceeding to verify numerically our predictions, we show 

that it is possible to draw identical conclusions regarding the re

mainder ~(k,~) by means of a totally algebraic treatment of the FM 

equations 

The application of Eq. (44.8a) to (51.16) leads Us to 

E(l,A) 

where according to Eq. (44.18) 

n 
~ 

k-1 (1_w)-1 ~ 
n=O 

_.....:n.:..;! __ E (j) k - (l+j) 

j=O (n-j)! j! 

E(n) n 
w 

(51.42) 

(51.43) 

On introducing the coefficients (51.15) into (51.43) and setting k= 

=oN, we have 

n 
1 ~ n! (j+l) (_~) j 
~ j=O (n-j)! oN 

1 {l 2n + 3n(n-1) } 
~ - oN o2N2 - ... (51. 44a) 
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The partial sum for N»l is 

N 
L E(n) 

n=O 

1 1 + ~3 } 8 - 82 0 - ... 

Finally 

N 
lim L E(n) 
N-+oo n=O 

which leads to (51.40) when l/A-+O. 

3 
(~) - ... } 
3 

1 
I+O 

(51. 44b) 

(51. 45) 

In order to complete this section, let us verify that the Sensiti

vity Rules allow to derive the convergent sequence previously obtained. 

Results corresponding to k~ and SN(k~,l) are shown in Table 15.5 for 

N<31. 

Table 15.5: Convergent renormalized sequence for the function (51.16). 

kS S k S S N N SN(kN,l) N N SN(kN,l) 

1 2.0000 0.4959 17 6.7794 0.7264 

3 2.6258 0.6037 19 7.3594 0.7310 

5 3.2371 0.6496 21 7.9377 0.7349 

7 3.8392 0.6757 23 8.5145 0.7381 

9 4.4349 0.6928 25 9.0901 0.7409 

11 5.0238 0.7048 27 9.6646 0.7434 

13 5.6131 0.7138 29 10.2381 0.7456 

15 6.1975 o .7208 31 10.810] 0.7475 



453 

A standard linear regression for the 6 last SP yields 

(1.91 + 0.03) + (0.287 ± O.OOl)N r = 0.99999911 (51.46) 

According to the precedent equations, SN(k~,l) should converge to 

1/(1+o)~0.78 when N+oo in agreement with the last approximation in Table 
S 

15.5 S31lk31,1) ~ 0.75. 

It is to be noted that several problems of Physical and Physical 

Chemistry interest present a situation similar to that discussed in 

this section, that is, there are functions fulfilling scaling laws 

which cannot be expanded around I/A = O. Such cases will be discussed 

in forthcoming chapters. 
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