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Abstract

Vehicular traffic volume in large cities has increased 
in recent years, causing mobility problems; therefore, 
the analysis of vehicle flow data becomes a relevant re­
search topic. Intelligent Transportation Systems mon­
itor and control vehicular movements by collecting 
GPS trajectories, which provides the geographic lo­
cation of vehicles in real time. Thus information is 
processed using clustering techniques to identify vehic­
ular flow patterns. This work presents a methodology 
capable of analyzing the vehicular flow in a given area, 
identifying speed ranges and keeping an interactive 
map updated that facilitates the identification of pos­
sible traffic jam areas. The obtained results on three 
data sets from the cities of Guayaquil-Ecuador, Rome- 
Italy and Beijing-China are satisfactory and clearly 
represent the speed of movement of the vehicles, auto­
matically identifying the most representative ranges in 
real time.

Keywords: Dynamic clustering, data stream, vehicu­
lar trajectories

Resumen

El volumen de tráfico vehicular de las grandes ciu­
dades se ha incrementado en los últimos años origi­
nando problemas de movilidad, por ello el análisis 
de los datos del flujo vehicular toma importancia 
para los investigadores. Los Sistemas Inteligentes de 
transportación realizan el monitoreo y control vehic­
ular recolectando trayectorias GPS, información que 
brinda en tiempo real la ubicación geográfica de los 
vehículos. Su procesamiento por medio de técnicas 
de agrupamiento permite identificar patrones sobre el 
flujo vehicular. Este trabajo presenta una metodología 
capaz de analizar el flujo vehicular en un área dada, 
identificando los rangos de velocidades y manteniendo 
actualizado un mapa interactivo que facilita la identi­
ficación de zonas de posibles atascos. Los resultados 

obtenidos sobre tres conjuntos de datos de las ciudades 
de Guayaquil-Ecuador, Roma-Italia y Beijing-China 
son satisfactorios y representan claramente la veloci­
dad de desplazamiento de los vehículos identificando 
de manera automática los rangos más representativos 
para cada instante de tiempo.

Palabras claves: Agrupamiento dinámico, flujo de 
datos, trayectorias vehiculares

1 Introduction

Nowadays, the constant increase in traffic volume in 
large cities causes problems in vehicular flow and, 
therefore, the analysis of the generated data by vehi­
cle monitoring and control systems becomes relevant. 
Using descriptive techniques, relationships between 
vehicular trajectories can be identified, which facili­
tates vehicular flow analysis. These currently provide 
solutions in very diverse areas, such as health, finance, 
telecommunications, agriculture and transportation, 
among others [1].

Data clustering is a widely used technique to iden­
tify common features between instances of the same 
problem [2], Over time, researchers have proposed 
improvements to the identified limitations in some 
techniques, such as those carried out by Bahmani et 
al. [3], where a correct initialization of the algorithm 
is achieved in a much shorter tune. In other cases, the 
techniques have been adapted to work in a specific 
context, for example, for spatial data mining [4, 5, 6] 
or for GPS trajectory analysis [7]. A GPS trajectory 
is defined by a set of geographic locations, each of 
which represented by its latitude and longitude, at an 
instant of time. This work proposes a methodology for 
analyzing vehicular flow in traffic through the analy­
sis of GPS trajectories. To do this, each zone within 
an area of interest is characterized based on the av­
erage speed and the number of vehicles it contains 
in a given period of time. Zones are delimited at the 
beginning of the process, and their size depends on the 
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accuracy with which the analysis is to be carried out. 
Then, using a dynamic clustering technique, areas with 
similar characteristics are identified and an interactive 
map is built on which the speed ranges correspond­
ing to the current vehicular flow and the areas where 
they occur can be observed. This methodology can be 
used, along with other tools, by city traffic managers 
to plan urban roads, detect critical points in traffic flow, 
identify anomalous situations, predict future mobility 
behaviors, analyze vehicular flow, and so forth. The 
proposed methodology was used to characterize the 
data corresponding to generated GPS trajectories by a 
group of students from the University of Guayaquil in 
Ecuador, historical data of taxis from the city of Rome 
in Italy, and GPS trajectories from the city of Beijing 
in China. The obtained results allowed identifying, 
in each city, different instants of time where vehicles 
have the same speeds.

This article is organized as follows: Section 2 ana­
lyzes some related works that were identified within 
the literature and present various solutions to the prob­
lem, Section 3 describes the proposed methodology, 
Section 4 discusses the obtained results, and Section 5 
presents the conclusions and future lines of work.

2 Related Work

Clustering techniques have been used in trajectory 
analysis for several years. In general, these are adapta­
tions of conventional algorithms using similarity met­
rics specially designed for trajectories [8, 9].

Trajectory clustering has certain characteristics that 
should be specially considered. Firstly, the way in 
which the data that makes up the trajectory will be 
entered should be defined. Doing it individually, pro­
cessing the locations one by one, makes identifying 
similar routes harder, which is why it is usually seg­
mented beforehand. Such is the case of these authors 
[10, 11, 12], where the authors propose using seg­
mentation in a stage prior to clustering. This allows 
improving algorithm performance and yields better 
quality clusters. Secondly, the used metric to com­
pare trajectory segments determines the result of the 
clustering. Various examples can be found in the lit­
erature. For example, the Tra-DBScan algorithm [13], 
which adapts the well-known DBScan algorithm [14] 
by adding a trajectory segmentation phase, partitions 
trajectories into sections and uses the Hausdorff dis­
tance as a measure of similarity. Also Reyes et al. [15] 
present a GPS vehicle trajectory clustering method 
that uses angular information to segment the trajec­
tories and a similarity metric guided by a pivot. Yu 
et al. [16] propose an improved trajectory model and 
a new clustering algorithm is presented, with a sim­
ilarity measure that calculates the distance between 
two trajectories based on multiple data characteristics, 
maximizing the similarity between them.

Another important characteristic that should be 

taken into account when applying dynamic clustering 
techniques is how cluster centers are represented. This 
is the case of the Improved DBScan algorithm [17], 
which improves the traditional DBScan algorithm us­
ing a proprietary density measurement method that 
suggests using the new concept of movement capacity 
and introduces the data field theory. Similarly, Fer­
reira et al. [18] presented a new trajectory clustering 
technique that uses vector fields to represent cluster 
centers and propose a definition of trajectory similar­
ity. Research efforts in this area continue to date, as 
demonstrated by other authors [19, 20].

In summary, it can be stated that clustering tech­
niques have shown to perform well in the analysis of 
vehicle trajectories, although their parameterization 
remains an interesting challenge. This is due to the 
fact that these are unsupervised techniques that gener­
ally combine distance and density metrics to control 
cluster creation.

In this article, a dynamic clustering algorithm has 
been used for data stream. This type of algorithm 
processes data streams to overcome some of the limita­
tions of traditional clustering algorithms, which tend to 
iterate over the dataset more than once, causing greater 
memory use and increasing execution time [21, 22], 
As the data distribution of each stream changes contin­
uously, it is important that these clustering algorithms 
that process data streams generate dynamic clusters, 
where the number of clusters will depend on stream 
data distribution [23, 24],

The used methodology in this work was previously 
defined defined by the authors of this work [25]. This 
methodology proposes segmenting trajectories and 
generating a new representation based on the infor­
mation to be grouped. As an interpretation tool for the 
user, the use of interactive automatic maps is incorpo­
rated. This helps visualize the result of the clustering 
process. In article proposed by Reyes et al. [25], the 
proposed methodology was used to analyze defined 
trajectories on the city of Guayaquil-Ecuador with the 
aim of automatically obtaining frequent speed ranges 
for different time intervals.

In this work, more tests were carried out, and the 
results of applying this methodology to analyze trajec­
tories corresponding to two new cities were measured: 
Rome (Italy) and Beijing (China).

In addition, dynamic maps were improved by adding 
a new range of colors to facilitate the identification of 
low and high speeds. Information regarding the density 
of the groups was also used to determine, in a more 
stable way, the ranges of higher or extremely slow 
speeds.

3 Methodology

This work proposes a methodology for analyzing ve­
hicular flow in traffic. This methodology is represented 
in Figure 1, and it has three steps. The first step con-

- 142-



Journal of Computer Science & Technology, Volume 22, Number 2, October 2022

Figure 1: Proposed methodology

sists of adequately representing trajectory data within 
the area of interest; the second step uses a proposed 
dynamic clustering algorithm to identify relationships, 
and the third step consists of creating interactive re­
sources for visualizing the results. Each of these steps 
is described below.

3.1 Vehicular Flow Representation

The structure of the records to be processed contains 
information on longitude, latitude, time, speed and the 
id of the trajectory, ft has been established that the 
speed ranges used for the grouping are within 20 km/h.

The first step is providing an adequate representa­
tion of the data that makes up the trajectories. To do 
this, the area of interest must be defined first, indicat­
ing the geographical area to which the trajectories to 
be analyzed belong. Once the area is set, it is split 
into uniform cells, or smaller zones. The size of each 
cell will depend on the accuracy with which vehicular 
flow is to be analyzed. In this work, cells of 200x200 
meters were used.

This is a significant aspect that should not be dis­
regarded. since the information to be analyzed corre­
sponds to a summary of what is happening in each cell 
during a given period of time. The proposed method­
ology here consists of analyzing what is happening in 
each cell as a whole instead of considering each vehi­
cle trajectory separately. This simplifies both analysis 
and visualization.

In particular, in this article, the data corresponding 
to the vehicular flow, represented in each cell, were an­
alyzed in batch mode in periods of equal duration. The 
duration of each period is a parameter of the algorithm 
that must be set a priori.

Table 1: Associated concepts with DyClee processing 
used in the proposed method

Element Definition
Microcluster

HiperBox
Relative Size

This represents the dataset with 
similar characteristics.
The area of the microcluster.
Size of the microclusters compared 
to the processed area..

Each period is considered an evolution, since the 
clustering result is updated with the incorporation of 
each block of data sequentially.

In each evolution, a data stream enters and the cor­
responding calculations are carried out for each cell, 
obtaining characteristic information.

3.2 Proposed Algorithm

In the second step, a proposed algorithm based on the 
methodology defined by Reyes et al. [25] is used to 
process the trajectories within each cell.

Table 1 identifies the basic concepts that were used 
in the proposed method.

As previously stated, the first of the two stages of the 
DyClee algorithm is used for building microclusters. 
In this article, instead of directly using GPS locations 
and their density, as proposed in the original article, the 
trajectory speeds of the sections included in each cell 
were considered. Thus, for a given period of time, each 
cell will be represented by the average speed of the sec­
tions of trajectories it contains. This involves splitting 
the trajectories appropriately considering that speed 
variations can lead to a vehicle traveling at very high 
speed not being registered (or having very few GPS 
locations) when passing through a cell. In addition, 
speeds should be averaged considering the vehicles 
and not the number of registered locations. Regarding 
microcluster size, the value of the ’’Relative Size” pa­
rameter specifies the relative size of the ’’HyperBox” 
parameter with respect to the area to be processed. In 
other words, as the value decreases, the number of 
microclusters increases, and vice versa. The cells of 
each evolution are clustered in a distance-based stage 
that considers the smallest existing speed difference 
between the cluster and the analyzed cell for the cell 
to be part of that cluster and in which case the informa­
tion of this cluster is updated; if no nearby group exists, 
a new microcluster will be formed with the analyzed 
cell.

In its second stage, the algorithm analyzes micro­
cluster densities and classifies them into two categories 
— dense and semi-dense. As a first step, those dense 
microclusters that are connected directly are joined. 
Two microclusters are considered to be connected di­
rectly if the maximum distance at which the centroids 
of two microclusters with similar densities can be
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Figure 2: Second stage of proposed algorithm. (A) 
Identification of microclusters that are connected di­
rectly, and (B) Resulting expansion

Figure 3: Interactive map showing the evolution with 
the information of the selected clusters

found does not exceed the value of the "HyperBox” 
parameter. In other words, as the value of the ’’Hy­
perBox” parameter increases, the number of clusters 
will be less and, therefore, the speed ranges in the 
area of interest will have greater amplitude. Figure 
2 illustrates the operation of this stage. During these 
processes, information regarding the performance of 
the stages is recorded separately.

Then the results are then exported and the infor­
mation of the cells that make up each group is saved. 
Additionally, a summary of the results of the groups 
in the execution performed is stored.

Before going on to the visualization of the results, 
the low density clusters are processed, where all the 
summaries of the clusters are used, they are sorted 
according to their speed, then the clusters with a single 
GPS point are excluded and which in turn are found 
without more contiguous low density clusters. Those 
low density clusters that are found with more contigu­
ous low density clusters are selected to be considered 
as a single group, this union is calculated weighted 
according to the number of cells to determine the av­
erage speed of the new group and the information of 
number of points, cells and vehicles is totaled.

3.3 Clustering Visualization

Figure 4: Available information using markers in an 
interactive map representing an evolution.

As previously mentioned, trajectory information is 
analyzed at 3-minutes intervals.

With the result of each clustering, an interactive 
map is created in which the relevant information of 
each cluster for a specific development can be ana­
lyzed graphically and dynamically. In this work, each 
cluster is represented on the map with its respective 
speed ranges, accompanied by a color scale chosen in 
a rigorous manner for easy distinction of the colors, in 
this scale, the shades of red colors represent the high­
est speeds and the shades of blue colors represent the 
lowest speeds. Since speed limits may vary from city 
to city, we have chosen to use a speed scale relative to 
the city under analysis.

On the other hand, since the result of the clustering 
process carried out is recorded, all maps can be re­
built from the start of the vehicular flow analysis. This 
provides a quick view of traffic status. Each map’s 
interface includes layer selection controls and refer­
ence legends to be able to read the represented results. 
Therefore, two types of maps van be generated - a 
map of the last evolution or period of time analyzed, 
and a map with all the evolutions.

In the case of the map corresponding to a particular 
evolution, each cluster has been represented on a differ­
ent layer, and the user can select one or several layers 
to filter the information. As shown in Figure 4, a color 
scale has been used based on the average speed for 
each group; this scale goes from green, representing 
lower speeds, to red. representing higher speeds. The 
map also allows displaying markers that show infor­
mation on both the group and the selected cell. Figure
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Figure 5: Guayaquil area and dataset

4 illustrates the latter.

4 Results and Discussion

4.1 Used data

To verify that operation of the proposed methodology 
in this article, a set of own data collected in the city 
of Guayaquil and two databases of public trajectories 
extracted from repositories corresponding to the cities 
of Rome and Beijing were used. A brief description 
of each dataset is given below:

Guayaquil dataset

This dataset was collected on October 28, 2017 and 
includes 218 trajectories made by university students 
who travel in some form of transport such as taxi, 
motorcycle, subway, etc. The locations in this dataset 
were collected by smartphones with an average time in­
terval of 5 seconds between two consecutive locations. 
Each record contains the following data: trajectory id, 
latitude, longitude, time, username, email and type of 
transport.

Since this is a reduced set of trajectories, the anal­
ysis was carried out for tunes between 4:30 p.m. and 
6:30 p.m., as most records were within this period. As 
a result of this filtering process, 30,557 records were 
obtained, representing 206 trajectories of the entire 
dataset. The area that represents the selected dataset is 
shown in Figure 5.

Figure 7: Beijing area and dataset
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Rome dataset

The dataset for the city of Rome1 was collected 
on February 12, 2014; it contains 137 trajectories 
recorded by taxis using GPS devices, with an aver­
age time interval of 10 seconds between two consec­
utive locations. Each record contains the following 
data: trajectory id, latitude, longitude, time, speed, and 
direction.

'Rome dataset available at https://github.com/ 
gary-reyes-zambrano/Roma-Dataset

2Beijing dataset available at https://github.com/ 
gary-reyes-zambrano/Beij ing-Dataset

For this second set of trajectories, the analysis in­
cluded all trajectories recorded between 6:00 p.m. and 
8:00 p.m. As a result of this filtering process, 33,793 
records were obtained, representing 137 trajectories 
of the entire dataset. Figure 6 illustrates the analyzed 
area and the locations of these trajectories.

Beijing dataset

The third public dataset was recorded on February 3, 
2008 in the city of Beijing 2. These data correspond to 
630 taxi trajectories. Vehicle locations were collected 
by GPS devices with an average time interval of 5 sec­
onds between two consecutive locations. Each record 
contains the following data, trajectory id, latitude, lon­
gitude, and time. Speed information was calculated 
for this article.

For this third set of trajectories, the analysis in­
cluded all recorded trajectories between 02:30 a.m. 
and 04:00 a.m. As a result of this filtering process, 
58,745 records were obtained, representing 630 trajec­
tories of the entire dataset. The area that represents the 
selected dataset is shown in Figure 7.

4.2 Obtained results

For each dataset, the relevant time period was analyzed 
in blocks of 15 minutes, which resulted in a total of 8 
blocks in the case of Guayaquil and Rome, and only 
6 for Beijing. In each case, blocks were analyzed 
consecutively. This 15-minute time period could be 
considered excessive, since its duration is in relation 
to the volume of data available.

Then, to use the DyClee algorithm, values had to 
be defined for the “Relative size” and “HyperBox” 
parameters. “Relative Size” was set at 0.2 for the 
Guayaquil dataset, using limits between 0 and 100 
km/h, and it was set at 0.1 for the Rome and Beijing 
datasets, using limits between 0 and 200 km/h. These 
values were established so as to have homogeneous 
ranges between the experiments, considering that the 
Rome and Beijing datasets include speeds above 100 
km/h. Based on this value and on the processing area, 
the value of the ’’HyperBox” parameter was set at 20 
km/h.

Figures 8,9 and 10 show the obtained maps as a 
result of the evolutions carried out for each dataset. 

Below each map, the information corresponding to 
the obtained cluster with the adaptation of the DyClee 
algorithm is indicated. For each group, its minimum, 
maximum and average speeds are indicated, as well as 
any speed deviations. In each map, green represents 
the lower speed range, and red represents the higher 
speed range.

As it can be seen form the maps depicted in Figure 8 
(Guayaquil), large changes can be noted in the disper­
sion of the cells in the different groups, with the initial 
and final evolutions being the ones that present the 
most concentrated groups. This is due to the fact that 
the data correspond to recorded trajectories by students 
of the University of Guayaquil at specific times. On 
the other hand, cell distribution is uniform throughout 
the evolutions in the maps corresponding to the data 
for Rome and Beijing (figures 9 and 10) because they 
correspond to regular trajectories.

In Figure 10, depending on the range of used col­
ors, it can be seen that, for all six evolutions, relatively 
high speed ranges are found in the outer northeast zone, 
despite the fact that the analyzed data were recorded 
between 02:30 a.m. and 04:00 a.m., which is a time 
with low vehicular traffic. Additionally, between 03:00 
a.m. and 03:15 a.m., an area with high speeds is iden­
tified in the southeast sector of the city. Eower-end 
velocities are constant during the 6 evolutions, with a 
concentration in the east-central zone.

In addition, for the 3 datasets, speed deviations in 
the clusters formed in each evolution remain within 
a range between 3 and 5 km/h, which is low for the 
speed intervals covered by each cluster.

In Figures 11, 12 and 13, series graphs were used 
to analyze average speed variation in greater detail 
for each cluster in each evolution. In all of them, the 
horizontal axis corresponds to the time label to which 
the trajectory segments analyzed in each evolution 
belong, and the vertical axis represents the average 
speed of each cluster.

Figure 11, which represents Guayaquil average 
speeds, shows that the three lowest speed ranges are 
present in all the evolutions, while the highest speeds 
are concentrated mainly in the first half of the analyzed 
period. This is indicative of the speed variation that 
occurs in vehicular flow over time, where traffic flows 
at high speeds during the first hour of the analysis, and 
lower speeds are observed in the last 45 minutes.

As regards the Rome dataset, Figure 12 shows that 
there are three speed ranges in all evolutions. Both in 
this set of trajectories and in those from Guayaquil, the 
maximum speeds of these stable ranges are below 50 
km/h. Similarly, Figure 13 shows that the speed ranges 
corresponding to the taxi routes in Beijing throughout 
the entire analysis reach 70 km/h.
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Figure 8: Obtained results for 8 consecutive periods Figure 9: Obtained results for 8 consecutive periods 
of time in Guayaquil of time in Rome
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Figure 10: Obtained results for 6 consecutive periods 
of time in Beijing

Figure 11: Average speeds by cluster and evolution in 
Guayaquil

Another aspect to note is the presence of a greater

Figure 12: Average speeds by cluster and evolution in 
Rome

Figure 13: Average speeds by cluster and evolution in 
Beijing 

number of clusters with stable speed ranges in the 
Beijing dataset (Figure 13) compared to the other two. 
This is due to the fact that the GPS locations recorded 
in each trajectory present a more uniform distribution 
than in the case of Guayaquil and Rome.

The batch processing of the proposed method gen­
erates the maps with the information of the cells ev­
ery n minutes, which for this work was established in 
blocks of 15 minutes. After that time a map is obtained 
with the accumulated information within that period 
of time.

The implementation of the proposed method in a 
controlled environment can be obtained from a public 
repository3.

5 Conclusions

In this article, a methodology has been proposed to dy­
namically identify the characteristics of the vehicular 
flow in a period of time. The results of its application 
for the analysis of vehicular trajectories in the cities of 
Guayaquil, Rome and Beijing have been satisfactory, 
and it allowed quickly identifying the different speed

’instructions and source code available at 
https://github.com/gary-reyes-zambrano/ 
Dynamic-grouping-of-vehicle-trajeetories--DyTRA- 
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ranges, mainly those that are formed in lower speeds 
clusters and with a greater concentration of vehicles.

For this purpose, the trajectory information has been 
represented in cells and processed using a proposed 
algorithm based on the methodology defined by the 
authors of this work [25]. As a result of the clustering 
process, different clusters were obtained that dynami­
cally change from one evolution to another, identifying 
common speed ranges at different moments in time.

Interactive maps as part of the methodology are an 
extremely useful tool when it comes to visualizing the 
result of the different clusters. They allow displaying 
specific characteristics of the clusters and analyzing 
traffic flow in specific sectors. The use of dynamic 
maps to represent identified speed ranges facilitates 
the interpretation of vehicular traffic, quickly distin­
guishing areas with slow traffic that could eventually 
lead to congestion. In turn, they also quickly bring to 
the surface atypical situations, generally represented 
by excessively high speed ranges for what is expected 
in the region.

Currently, the authors of this work are incorporating 
into the methodology an improvement with respect 
to the cell creation process to decrease its processing 
times.

As lines of future work, we propose the processing 
the methodology in a parallel architecture to speed up 
some of the processes such as the visualization of the 
maps.

It is also proposed to analyze the incremental incor­
poration of data within the clustering together with the 
concept of forgetting. In this way, it will be sought to 
give the clustering the possibility of detecting changes 
in the behavior of vehicular traffic that will help to 
identify congestion in a more efficient way.
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