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Abstract: Atmospheric conditions, such as the pressure (P), temperature (T) or air density
(ρ ∝ P/T), affect the development of extended air showers initiated by energetic cosmic rays.
We study the impact of the atmospheric variations on the reconstruction of air showers with data
from the arrays of surface detectors of the Pierre Auger Observatory, considering separately the one
with detector spacings of 1500m and the one with 750m spacing. We observe modulations in the
event rates that are due to the influence of the air density and pressure variations on the measured
signals, from which the energy estimators are obtained. We show how the energy assignment can
be corrected to account for such atmospheric effects.
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1 Introduction

Variation of the atmospheric conditions affect the signals from the extended air shower (EAS)
which can be detected at ground level with arrays of surface detectors, such as the ones of the
Pierre Auger Observatory. If these effects are not understood and properly accounted for, they can
induce systematic effects in the energy reconstruction of the cosmic rays (CRs). Consequently, the
determination of the CR spectrum and also the search for anisotropies are affected, especially at
large angular scales where the daily weather modulations can induce dipolar-like anisotropies in
the distribution of arrival directions (although considering time periods of several years, partial
cancellations of these modulations are expected). In an earlier investigation [1], we studied the
main effects due to changes in the atmospheric conditions using the data from the surface detector
(SD) of the Pierre Auger Observatory up to the end of August 2008. This included a total of about
106 events of all energies, with a median energy of about 0.6 EeV (where EeV ≡ 1018 eV). Results
were interpreted based on theoretical models of shower development, validated with simulations of
EAS in different atmospheric profiles. Those effects were already taken into account in the analyses
of large scale anisotropies performed up to now [2].

In this work we improve and update the previous investigation by including events detected
with a four times larger exposure. This enables us to restrict the dataset to events with energies
above 1 EeV, which are less affected by trigger effects, allowing to quantify the atmospheric effects
at the energies which are used in most of the physics analyses. We also include data from the smaller
but denser part of the array of detectors, with 750m spacing, that was built after the completion
of the 1500m array, for which we consider events with energies above 0.1 EeV. The previous
analysis is also improved by including a delay of about two hours in the response of the atmospheric

– 1 –



2017 JINST 12 P02006
temperature at the relevant heights (of about 500m to 1 km above ground) with respect to the
changes in the temperature measured at ground level. This inertia of the atmospheric response turns
out to be observable with our study of the weather induced modulations of the EAS signals, and is
indeed also directly observed in the atmosphere (see the appendix). Finally, we obtain fits to the
zenith angle dependence of the coefficients parameterising the weather induced modulations which
are convenient to implement a CR energy reconstruction corrected for the effects of variations in
the atmospheric conditions.

2 The surface detector arrays and the data sets

The Pierre Auger Observatory is located close to the city of Malargüe in Argentina, at about 1400
m a.s.l.. An essential feature of the Observatory is its hybrid design: cosmic rays above ' 1017 eV
are detected through the observation of the associated air showers with arrays of surface detectors
and with fluorescence telescopes overlooking the latter. A detailed description of all components
is given in [3]. Since in the following we will use data from the surface detectors, we briefly
recall here their main characteristics. The 1500m array consists of 1600 water-Cherenkov detectors
(WCDs) deployed on a triangular grid, covering a surface of 3000 km2. After the completion of
the 1500m array in 2008, a denser array spaced by 750m and covering an area of 23.5 km2, nested
within the 1500m array, was added. Comprising 61 WCDs it extends the energy range of the
1500m array, which is fully efficient at energies above 3 EeV, down to lower energies, being fully
efficient above 0.3 EeV. The arrays of surface detectors continuously sample the shower particles
that reach the ground. The signals registered in the WCDs, due to both the electromagnetic and
the muonic components of the EAS, are used to determine the core position and arrival direction
of the shower and to determine an estimator of the primary energy. For the so-called ‘vertical’
events, i.e., those having zenith angles θ < 60◦ (θ < 55◦ for the 750m array1), a fit to the lateral
distribution of the signals measured in the 1500m array (750m array) is performed to obtain the
signal at a reference distance of 1000m (450m) from the core. These signals are then converted to
the energy estimators S38 (S35), corresponding to the signals that would have been expected had the
shower arrived at a reference zenith angle of 38◦ (35◦). The conversion is performed through the
method of the constant intensity cut, or CIC in short. This allows one to account for the effects of
atmospheric attenuation exploiting the fact that the CR flux is almost isotropic, so that the rate per
bin of sin2θ above a given true energy should be essentially constant if the detector is fully efficient.
In this way one determines a function fCIC(θ) such that S38 = S/ fCIC(θ) (or S35 = S/ f ′CIC(θ)).
Finally, a high-quality subset of hybrid events (i.e., detected simultaneously by the fluorescence
and surface detectors) is used to calibrate the SD energy estimators with the energies E measured
almost calorimetrically by the fluorescence telescopes. The correlations between the two SD energy
estimators and E are well described by a simple power-law function: E = ASB

38 (E = A′SB′

35 ), in
terms of the calibration constants A and B (or A′ and B′) [4].

To ensure a good reconstruction of EAS data, only events which are well contained in the SD
array are selected [5]. This fiducial criterium requires that the detector with the highest signal be
enclosed in a hexagon of six active stations. The choice of a fiducial trigger based on active hexagons

1We will in the following often write inside parentheses the quantities associated to the 750m array.
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Figure 1. Evolution of the number of active hexagons of stations as a function of time for the 1500m (top)
and the 750m (bottom) arrays. The horizontal dashed lines indicate the value corresponding to about 10% of
the nominal number of hexagons: data periods for which the number of active hexagons is lower are excluded
from the analysis. The vertical lines indicate the starting dates for the present analyses.

allows exploiting the regularity of the array to compute the effective area simply as the sum of the
areas associated to all active hexagons. Each hexagon contributes a surface of

√
3d2/2, with d the

spacing between the detectors in the equilateral triangular grid. The evolution of the number of
active hexagons over time, until the end of 2015, is shown in figure 1 for the 1500m array (top
panel) and the 750m array (bottom panel). The 1500m array started its operation at the beginning
of 2004; its size kept growing until its completion in 2008. The 750m array in turn started to be
deployed in 2008 and was completed in 2011. Note that, even after the deployment, the number of
hexagons is not constant, due to temporary problems at the detectors (e.g., failures of electronics,
power supply, communication system, etc., that are constantly monitored and accounted for in the
evaluation of the effective area). In both panels, the vertical lines indicate the starting date for the
data used in the present analysis. For the 1500m array we discard the year 2004, since the array
was still quite small and its operation was not very steady. For the 750m array, in turn, we include
only data posterior to January 1 2011, when the operation became more stable and the size became
significant with respect to its nominal one. The horizontal dashed lines in both panels correspond
to the minimum number of active hexagons that we consider in this work, i.e., 100 for the 1500m
array and 5 for the 750m array. As the nominal number is 1380 and 42 for the 1500m array and
the 750m array, respectively, the chosen values correspond to about 10% of the nominal ones.

Several weather stations are in operation at the Auger Observatory to monitor the atmospheric
conditions, four at the different sites of the fluorescence telescope buildings and one near the laser
facility close to the centre of the 1500m array [3]. For the present analysis, we use a database

– 3 –



2017 JINST 12 P02006

 850

 860

 870

 880

01/2005 01/2007 01/2009 01/2011 01/2013 01/2015

P
d
 [

h
P

a
]

 1

 1.04

 1.08

 1.12

 1.16

01/2005 01/2007 01/2009 01/2011 01/2013 01/2015

ρ
d
 [

k
g

.m
-3

]

Figure 2. Daily averages of P (top) and ρ (bottom).

consisting of the temperature and pressure measured at the Central Laser Facility (CLF) weather
station, available every 5minutes for most of the time. When gaps in the data between 10 minutes
up to three hours are present, the data are just interpolated from the values at the endpoints of those
empty intervals. For the longer periods when this station is not operational, we adopt data from the
other stations,2 if available, or otherwise discard the period for the present analysis.

As discussed in the next section, the most convenient way to study the atmospheric effects on
EAS is by considering as variables the pressure, P, and the air density, ρ. The latter is approximately
determined from the values of P andT through the dry air relation ρ ' 0.3484P/(T+273.16) kgm−3,
with P in hPa and T in ◦C, with the humidity having only a subdominant effect in the density near
ground. In figure 2 we show the values at the CLF location of the daily-averaged pressure (top panel)
and density (bottom panel) during the time periods considered in this work, being the uncertainties
in these averaged quantities negligible. In figure 3 we plot with red lines the actual pressure and
density measured every 5 min in one month during austral summer (January 2015 as an example)
and with blue dashed lines in a winter month (July 2014). The seasonal modulation in the density
is quite apparent, being anti-correlated with the temperature changes, so that it reaches a maximum
in winter and a minimum in summer. Overall, the daily-averaged density changes by about ±6%
during the year, while the changes within a day can be ±3% (corresponding to temperature changes
of ±8◦C). Regarding the pressure, the seasonal modulation is less noticeable but its variations are

2Since weather stations lie at different heights (the stations used are CLF at 1401m (from which 92.8% of the
atmospheric data is retrieved), Los Leones at 1420m (3.8% of the data), Los Morados at 1423m (3.0 % of the data)
and Loma Amarilla at 1483m (0.4% of the data)), the pressure measurements are corrected to the reference height of
CLF. Also note that temperature differences of up to ±3 degrees can appear between stations due, e.g., to different cloud
coverage, but their average effect is negligible.
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Figure 3. Measurements at the CLF weather station of P (top) and ρ (bottom) every 5min over 30 days in a
summer month, January 2015 (solid) and a winter month, July 2014 (dashed).

more pronounced in winter times than during the summer. On a daily basis, the pressure at the
Malargüe site is found to have generally aminimum in the afternoon, and a shallower local minimum
in the early morning, and it is moreover significantly modulated by the movement of cold fronts and
storm activity at the site, which are more frequent during winter times.

Table 1. Characteristics of the data sets used in the analyses.

1500m array 750m array

Time period 1/1/2005 – 31/12/2015 1/1/2011 – 31/12/2015

Exposure [km2 sr yr] 46, 438 159

Energy Threshold [EeV] 1.0 0.1

Number of events 1, 146, 481 570, 123

Median energy [EeV] 1.5 0.15

To conclude this section, we summarize in table 1 the characteristics of the two data sets used in
this work, including the time periods considered and the relative exposures. The number of events
above the given energy threshold is that obtained after applying to data the selection cuts described
above, based on fiducial criteria, minimum array size and data periods with measured weather data.
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3 Determination of atmospheric coefficients from the modulations of the event rate

In ref. [1] we have described in detail the effects of atmospheric variations on EAS as observed
at the Pierre Auger Observatory. We remind here the aspects relevant to the analysis performed
in the present work. The two atmospheric variables that mostly affect the shower development
are the pressure and the air density. On the one hand, the pressure, which essentially measures
the density of the vertical column of air, determines the “age” of the shower when it reaches the
ground. Consequently, its variations affect the observed signals because of the attenuation of
the longitudinal shower profile as the slant depth increases beyond that of the shower maximum,
reducing the signal as the shower gets older. On the other hand, variations of the air density affect,
via the Molière radius, the lateral spread of shower particles due to multiple Coulomb scattering
of the electromagnetic component of the shower. This affects the measured signals, which become
smaller as the density increases. An additional issue arises because the electromagnetic signal at the
reference distance from the core is produced typically by the shower development over the last two
cascade units (i.e., radiation lengths in air) before hitting the ground, corresponding to heights of
500m to 1 km above ground level. This has two main implications. First, although the density (or
temperature) variations at those heights are correlated with the ones determined at ground level, the
daily amplitude of the temperature variations are smaller above ground level than at ground level,
typically by a factor 1/2 to 1/3 at the relevant heights considered. Second, there is a delay of about
two hours in the response of the atmosphere to the temperature variations produced by the heating
or cooling of the ground. An effective way to account for these effects is to split the modulation due
to the density variations into two terms: the first term is proportional to the variations of the daily
averaged density, which has similar variations at ground level and at heights of 1 km above it; the
second term is proportional to the deviation of the density at a given time from the daily average,
which is smaller at the relevant heights than at ground level. This daily modulation should also be
retarded by about two hours in order to account for the inertia of the atmosphere to the changes in
temperature determined at ground level.

For each reconstructed EAS event, the signals S at the reference distance from the shower axis
of 1000m (450m), obtained from the fit to the lateral distribution of the signals measured in the
individual WCDs, are expected to be modulated according to

S = S0
[
1 + αP (P − P0) + αρ(ρd − ρ0) + βρ( ρ̃ − ρd)

]
, (3.1)

where P0 = 862 hPa and ρ0 = 1.06 kg m−3 are reference values for P and ρ corresponding to
averages at the site of the Pierre Auger Observatory during the years considered here. S0 is the
value of the signal that would have been obtained at those reference atmospheric conditions, ρd is
the daily average of the density (within ±12 h of the event) while P and ρ are the actual pressure and
density determined at ground level at the time of the event, ρ̃ being the density that was determined
two hours before. The coefficients αP, αρ and βρ parameterize the assumed linear dependence of
the signal modulation.

The dependence of the signal on the atmospheric conditions leads to a modulation of the rate
R of recorded events above a given signal Smin, per unit time, area and zenith angle, which can be
written as

dR
dθ
= 2π sin θ cos θ

∫ ∞

Smin

dS Ptr(S, θ)
dΦCR

dEt

dEt

dS
, (3.2)

– 6 –
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where Ptr accounts for a possible non-saturated trigger efficiency for energies E < 3 EeV (E <

0.3 EeV), assumed to depend, for every given zenith angle, just on the signal S at the reference
distance. The differential flux of cosmic rays per unit solid angle is assumed to follow a power law
E−γt , with Et the true energy of the CRs, and the spectral index will be taken here as γ = 3.29, as
determined by the Auger Observatory [4] at energies below ∼ 5 EeV (i.e., below the ankle feature
above which the spectrum hardens). This spectral index is the one relevant for this study since in
the following we will consider threshold energies of 1 EeV (or 0.1 EeV for 750m array). Using now
the energy calibration relation with Et ' ASB

0 in terms of the signal S0 at the reference atmospheric
conditions (as will be further discussed in section 4) we obtain from eq. (3.1), expanding to first
order in the weather corrections, that

dR
d sin2 θ

∝
[
1 + aP (P − P0) + aρ(ρd − ρ0) + bρ( ρ̃ − ρd)

] ∫ ∞

Smin

dS Ptr(S, θ)S−Bγ+B−1 . (3.3)

For the assumed CR energy spectrum with the shape of a power-law, the relation between the
rate coefficients and the signal ones is aP,ρ = B(γ − 1)αP,ρ and similarly bρ = B(γ − 1) βρ. The
coefficient B is derived from the energy calibration [4] and is equal to B = 1.023 ± 0.006 for the
1500m array (B′ = 1.013 ± 0.013 for the 750m array). One has then that aP,ρ ' 2.3αP,ρ and
similarly bρ ' 2.3βρ.

To determine the atmospheric coefficients we compute the rate by counting the events in one
hour bins and normalizing to the corresponding area of the array at that time, which is calculated
from the total number of hexagons of active neighboring detectors, which is known at every second.

We finally use the expression given by eq. (3.3) to fit the measured rate of events. Assuming
that the number of events ni observed in each hour bin i follows a Poisson distribution of average µi,
a maximum likelihood fit is performed to estimate the coefficients aP, aρ and bρ. The likelihood
function is L =

∏
µnii e−µi/ni!. The expected number of events in bin i is given by

µi = R0 × Ai × Ci ,

where R0 is the average rate that would have been observed if the atmospheric parameters were
always the reference ones, i.e., R0 =

∑
ni/
∑

AiCi, with Ai the sensitive area in the ith time bin and

Ci = 1 + aP (Pi − P0) + aρ(ρdi − ρ0) + bρ( ρ̃i − ρdi ) ,

where ρ̃i = ρi−2 means that the density used in the fitting procedure is the one measured two
hours before.

3.1 Results for the 1500m array

For the 1500m array a first analysis was performed in ref. [1] using data from January 1 2005 up to
August 31 2008, with no energy selection other than that imposed by the trigger, corresponding to
about 106 events with median energy of about 0.6 EeV. We here extend this dataset up to the end of
2015. Given the much larger statistics available it becomes possible to determine the atmospheric
coefficients using a higher threshold of 1 EeV, with a median of about 1.5 EeV, so that the rates are
less affected by trigger effects at energies below full trigger efficiency. This also leads to coefficients
determined in an energy range which is closer to the energies at which the physics analyses are
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performed. One has to keep in mind that the coefficients may depend on the energy, due e.g., to the
logarithmic energy dependence of the depth of shower maximum, the possible energy dependence
of the slope of the lateral distributions of signals measured at ground or of the electromagnetic
fraction of the shower, or even due to changes in the predominant CR composition at different
energies. Anyhow, this energy dependence is not expected to be large, so that even at the highest
energies the correction performed using the coefficients determined close to the EeV should already
account for most of the effects.
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Figure 4. Top panel: rate of events per day, with E > 1 EeV, for the 1500m array. The experimental points
are shown in red while the black points represent the expectations from the fit. Bottom panel: average hourly
measured rates and expectations from the fit including the two hour delay (squares) or with the actual density
(triangles), with their residuals.

We first perform a fit to the atmospheric coefficients including all zenith angles, θ < 60◦, by
using eq. (3.3) to fit the rate of events with E > 1 EeV in one hour bins. In this way we obtain the
following (zenith angle averaged) coefficients:

aP = (−3.2 ± 0.3) × 10−3 hPa−1

aρ = (−1.72 ± 0.04) kg−1m3 (3.4)

bρ = (−0.53 ± 0.04) kg−1m3.

All errors are the statistical ones associated to the fit. The reduced χ2 obtained is χ2/dof = 1.013
(for 88,126 degrees of freedom), where χ2 =

∑
i (ni − µi)2/µi.

The behavior of the daily averaged rate (i.e., in 24 h bins) over the time period considered is
shown in figure 4, top panel (red points and corresponding error bars). The black points represent the
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Table 2. Parameters of the fits to the zenith angle dependence of the atmospheric coefficients for the 1500m
array, using the quadratic polynomials in eq. (3.5).

c0 c1 c2

aP [hPa−1] (2.1 ± 0.9) × 10−3 (−2.6 ± 0.6) × 10−2 (2.6 ± 0.7) × 10−2

aρ [kg−1m3] −2.7 ± 0.1 1.5 ± 0.8 2.2 ± 1.0

bρ [kg−1m3] −1.0 ± 0.1 1.2 ± 0.8 0.0 ± 1.1

rates expected according to the coefficients derived from the fit. The agreement between measured
and expected rates is evident, as expected from the goodness of the fit. The bottom panel displays
the average rates as a function of the hour of the day (the local time at Malargüe corresponds to
UTC–3, having no daylight saving changes over the year). Here red points with error bars are
the data, squares represent the expectation from the fitted coefficients while triangles would be the
expectations if one were to use in the expression in eq. (3.1) the actual air density ρ rather than the
density ρ̃ measured two hours before. A significant improvement is obtained when including the
delay in the fit, with the reduced χ2 changing from 4.2 without delay down to 1.9 with delay (for 21
degrees of freedom). The residuals in both cases are shown in the lower insert. It is apparent that
the improvements obtained with the delay are most noticeable at the times of the day at which the
temporal variation in the temperature is maximal. To guide the eye we joined with lines the points
corresponding to the expectations from the model.

To study the dependence of the atmospheric coefficients on the zenith angle we divide the data
set into five bins of equal width in sin2 θ, so that the number of events per bin is similar, and fit the
coefficients in each subset.3 The results are shown in figure 5, together with a fit to the zenith angle
dependence of the coefficients using quadratic polynomials

f (x) = c0 + c1x + c2x2 , where x = sin2 θ. (3.5)

Here f might be aP, aρ or bρ. The resulting values of the coefficients are summarized in table 2.
The main features of the results obtained can be understood by noting that the pressure coefficient
is negative because an increase in atmospheric pressure corresponds to an increase in the vertical

3Note that a binning in sin2θ is also used to fit the CIC functional dependence. In ref. [1] we used instead bins in
secθ, but this leads to significantly smaller number of events, and hence larger statistical errors, for large values of secθ.
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column of matter traversed by the shower, hence the same EAS will be observed at a later stage of
development as the pressure increases. The signals are actually the superposition of the electro-
magnetic and the muonic components, and while the latter changes little with increasing depth, the
electromagnetic one gets exponentially suppressed beyond the shower maximum.4 For the energies
considered here the shower maximum at 1000m from the core is close to ground level for vertical
showers, which explains the small value of aP for θ ' 0◦. For increasing zenith angles, the shower
reaches ground when the longitudinal development is already getting suppressed. Hence, the energy
estimator becomes smaller when the pressure increases. This effect gets more pronounced as the
zenith angle increases until for zenith angles approaching 60◦ the electromagnetic component starts
to become subdominant and hence the pressure coefficient starts to become smaller in absolute
value. Regarding the density coefficients, aρ and bρ, they are also negative since a larger air density
reduces the lateral spread of the shower. For large zenith angles they become smaller due to the
suppression of the electromagnetic fraction of the signal. One can also appreciate that the coefficient
bρ is smaller than aρ by a factor of about one third, due to the proportionally smaller amplitude of
daily temperature variations at the relevant heights with respect to those at ground level.

3.2 Results for the 750m array

Considering now the 750m array and using eq. (3.3), we fit the rate of events with E > 0.1 EeV
and θ < 55◦, computed in one hour bins, to obtain the coefficients averaged over zenith angles:

aP = (−4.9 ± 0.4) × 10−3 hPa−1

aρ = (−1.07 ± 0.06) kg−1m3 (3.6)

bρ = (−0.37 ± 0.06) kg−1m3.

The reduced χ2 of the fit is 0.998 (for 39,258 degrees of freedom).
The behavior of the daily averaged rate of events (i.e., in bins of 24 h) over the time period

considered is shown in figure 6, top panel (red points and corresponding error bars). The rates
expected from the fit are shown as black points and the agreement with the measured rates is evident
in this case too. The average hourly rate is shown in the bottom panel, with the fit including the 2 h
delay (squares) leading to a χ2/dof = 1.76 (while the fit without delay, shown with triangles, has
χ2/dof = 1.84).

To analyze the dependence on zenith angle we split the 750m array data set in equal-width
bins of sin2 θ. However, due to the smaller number of events and reduced zenith angle range we use
in this case just three bins. The resulting atmospheric coefficients are thus fitted to linear functions

g(sin2 θ) = c0 + c1 sin2 θ. (3.7)

The results are displayed in figure 7, with the best fit parameters being listed in table 3. By
comparing the results with those of the 1500m array, one finds similar features. The smaller values
of aρ found in the 750m array case can be understood because the logarithmic slope of the lateral
distribution function is indeed smaller at distances from the core smaller than ∼ 700m than at larger

4Moreover, the maximum of the electromagnetic component at 1000m from the core is deeper by about 100 g cm−2

than the maximum at the core which is measured by the fluorescence detectors [1].
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Figure 6. Top panel: rate of events per day, with E > 0.1 EeV, for the 750m array. The black points represent
the expected rates according to the fit. Bottom panel: average hourly measured rates and expectations from
the fit (squares) and the residuals. Triangles would be the results not including the 2 h delay in the densities.
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Figure 7. Atmospheric coefficients aP (left), aρ (middle) and bρ (right) as a function of sin2 θ, for the 750m
array. The line is the fit obtained assuming a linear dependence on sin2θ.

distances [3]. Hence, the density coefficient is smaller when the signal is evaluated at 450m than
when it is evaluated at 1000m. Also from the comparison of the average coefficients of the 1500m
array in eq. (3.4) and those of the 750m array in eq. (3.6) we see that the relative importance of
the pressure effects is larger for the 750m array. The subdominant effect of the density variations,
together with the still relatively large error bars, also explains the reduced improvement in the fit
achieved with the 2 h delay.
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Table 3. Coefficients of the fit to the zenith angle dependence of the atmospheric coefficients for the 750m
array, using a linear function as in eq. (3.7).

c0 c1

aP [hPa−1] (−2.5 ± 0.8) × 10−3 (−0.8 ± 0.2) × 10−2

aρ [kg−1m3] −1.6 ± 0.1 1.8 ± 0.3

bρ [kg−1m3] −0.4 ± 0.1 0.1 ± 0.3

4 Atmospheric effects on the energy reconstruction

In the previous section we discussed how the signal S at the reference distance (at 1000m for 1500m
array and at 450m for 750m array) is modulated by the changes in the atmospheric variables that
affect the shower development. These effects in turn imply that the rate of events above a given
uncorrected signal (or energy) is modulated by the variations in the atmospheric conditions, and
we exploited this to obtain the coefficients aP, aρ and bρ parameterizing the rate modulations. As
discussed before, the coefficients modulating the signals themselves, see eq. (3.1), are given by
αP,ρ = aP,ρ/[B(γ − 1)] and βρ = bρ/[B(γ − 1)], where γ ' 3.29 is the spectral index of the CR
flux below the ankle energy and B ' 1.02 is related to the energy calibration.

To illustrate the impact of the atmospheric effects, we show in figure 8 the ratio between the
corrected and uncorrected signals, S0/S, as a function of the zenith angle, for both the 1500m (left
panel) and 750m (right panel) arrays. Only events recorded in 2015 are used in the two plots,
as examples, with the behavior in other years being similar. Events with E > 3 EeV are included
in the left panel, and with E > 0.3 EeV in the right panel. Given the zenith angle dependence
of the atmospheric coefficients, the main effect determining the maximum amplitude of the signal
correction turns out to be due to the density effect for small zenith angles, while it is instead the
pressure effect for large zenith angles. Corrections to the signal, and hence to the event energy, can
reach the 7% level for extreme weather variations, but are in general at the few percent level for the
bulk of the events.
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Figure 8. Ratio between the signal after (S0) and before (S) corrections, as a function of the zenith angle, for
the 1500m array (left) and the 750m array (right). Also shown are the contours containing 68% and 90% of
the values at each zenith angle.
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To arrive at a final expression for the energy reconstruction after correcting the signal S by

atmospheric effects, the next steps would be to implement the CIC procedure in terms of S0 and then
to obtain the calibration coefficients for the energy. While the implementation of such procedures
is beyond the scope of the present work, we discuss them here in a general way. For definiteness
we will focus below on the quantities relevant for the 1500m array, but the discussion is completely
analogous for the case of the 750m array.

The CIC procedure assigns to each signal S from a shower arriving at a given zenith angle θ, a
reference signal S38 ≡ S/ fCIC(θ), which is the signal that would have been expected from the same
CR had it arrived at a reference zenith angle of 38◦ (the median zenith of the vertical events with
θ < 60◦). The function fCIC accounts for the attenuation effects of the atmosphere, and is usually
parameterized as a cubic polynomial in the variable x ≡ cos2 θ−cos2 38◦: fCIC = 1+bx+cx2+dx3.
It is determined using only events with energies above the minimum energy for which the array
is fully efficient, so as to avoid problems due to trigger issues. It is obtained by considering bins
of equal width in sin2 θ and determining the minimum values of S in each bin above which there
is a given number of events, the same for every bin. These minimum signal values are then fitted
with the function g(x) = a fCIC(x). In particular, the parameter a turns out to be approximately
the minimum value of S in the central bin that includes θ = 38◦ (i.e., at x = 0). Once atmospheric
effects are accounted for, one has to consider the signals S0, at the reference atmospheric conditions
P0 and ρ0, rather than the signal S, and one has to repeat the CIC procedure in terms of these
corrected signals. Given the linearity of the atmospheric correction it turns out that the CIC
function obtained from S0 is not significantly modified with respect to that obtained from S if the
reference atmospheric variables coincide with the overall averages. Since we here initially adopted
as reference values for P0 and ρ0 the average ones, the CIC coefficients turn out then to be essentially
unchanged. If one were to adopt instead different reference conditions, the CIC fitting function
would be expected to change because the atmospheric corrections do depend on zenith angle.

Regarding the energy calibration, it is performed using hybrid events measured simultaneously
by the surface detectors and the fluorescence telescopes. Here one relates the energy E determined
directly by the fluorescence telescopes, which is essentially a calorimetric measurement of the
electromagnetic component of the shower, to the reference signal S38 determined by the surface
detectors. From the observed hybrid events one fits the results to the relation E = ASB

38 and from
it one can then assign an energy to every EAS. Repeating this procedure in terms of the signals S0

corresponding to the reference atmospheric conditions should in principle modify the calibration
coefficients A and B. The main expected effect is due to the fact that the fluorescence measurements
are performed during the night, so that the average temperature of the hybrid events is about 6◦C
smaller than the average temperature of all the SD events (pressure effects should be on average
quite similar during nights and days). This implies that the average air density of the events used in
the calibration is about 2% higher than the average air density for all the events (corresponding to a
density difference of 0.02 kgm−3). Note however that when averaging the atmospheric corrections
to the energies, the one proportional to αρ, involving ρd − ρ0, will be similar in the SD and FD
samples, because the daily average temperatures are not much different in the two samples (just
slightly lower for the hybrid events due to the longer duration of the winter nights, which enhances
the proportion of FD events collected during the winter). Hence, the relevant effect when comparing
the average energies will be the one due to the daily modulations determined by the coefficient βρ,
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Figure 9. Daily rates before (top) and after (bottom) the correction of energies for a threshold of 2 EeV for
the 1500m array.

involving ρ̃ − ρd. Since on average βρ ' −0.25 kg−1m3, the signals S turn out to be about 0.5%
smaller on average for hybrid events than for all the events. These effects mostly affect the coefficient
A in the calibration, which should get reduced by about ∼ 0.5% when the calibration is expressed
in terms of the signals S0 at the reference atmospheric conditions. On the other hand, this is not
expected to affect the coefficient B significantly. As a result, the inclusion of atmospheric effects
in the calibration is expected to lower the average of the energies assigned to the events by about
0.5% (the precise factor depending on the zenith angle). Note that this offset is anyhow much
smaller than the overall systematic uncertainties in the SD energy reconstruction, which are of
about 14%. One should also mention that changing the reference atmospheric variables P0 and ρ0

should affect both the CIC function and the calibration constants, besides the zenith angle dependent
atmospheric coefficients. Anyhow, the final energy assignment should be essentially independent
of the particular choice adopted. A detailed implementation of these procedures will be performed
in a future work.

As a final check to verify that the atmospheric correction of the signal removes the systematic
effects due to variations in the atmospheric conditions, we show in figures 9 and 10 the modulation
in the daily and hourly rates, respectively, above 2 EeV (which is a threshold close to full efficiency
and still leading to significant number of events), using both the uncorrected energies (top panel) and
the ones corrected for atmospheric effects5 (bottom panel). In this last case the rates are essentially
flat and the previously existing modulation has been removed.

We have also checked that the first harmonic modulation of the rates at the solar frequency
have a typical amplitude of ∼ 3.5% without corrections. This is due to the fact that the energies are

5For definiteness we here adopted B = 1.02 and used the CIC obtained in terms of the uncorrected signals, which
should provide a very good approximation.
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Figure 10. Hourly rates before (top) and after (bottom) the correction of energies for a threshold of 2 EeV
for the 1500m array. For guidance, horizontal lines indicate the average values.

overestimated during the afternoons, when the temperature reaches amaximum, and underestimated
during the earlymornings, when the temperature drops. This artificial modulation indeed disappears
when the atmospheric corrections are included in the energy assignments.

5 Conclusions

We have discussed in this work how to understand and correct the effects due to changes in the
atmospheric variables that have an impact on the development of EAS. We have analyzed here the
data from the two arrays of WCDs of the Pierre Auger Observatory, the 1500m array and the 750m
array. The impact of the atmospheric effects depends on the way in which the reconstruction is
performed, and in particular on the reference distance from the shower axis adopted to obtain the
signal that is used as an energy estimator, being 1000m for the 1500m array and 450m for the
750m array. We have parameterized the dependence of this signal on the variations of air density
and atmospheric pressure so as to be able to account for these effects. While the energy estimator
of individual events may be affected at the few percent level by the variations of the atmospheric
conditions, the average energy of all events is expected to be affected by no more than ∼ 0.5%. The
results of this work will be used in the future to improve the assignment of the energy of the events
detected with both arrays.
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A Time delay in the temperature modulation of the atmosphere above ground level

The daily temperature modulation, both its amplitude and phase, is known to depend on the
considered height above ground level, and this dependence is also different for different sites [6].
It is interesting to check how the modulations in the atmospheric conditions at different heights
are related to those at ground level as a function of time at the Malargüe site. For this purpose
we consider data from the Global Data Assimilation System (GDAS), a global atmospheric model
which provides the main state variables as a function of the height above sea level every three
hours (see [7]). A full year from December 21 2009 to December 21 2010 of temperature data
at several altitudes is taken as an example. An average of the temperatures at a given height is
calculated for each available hour (shown in figure 11 for four different altitudes, with the 1400mone
corresponding tomean altitude of the Auger site). We also perform a fit to a periodic function in time
of the form T (t) = 〈T〉+ A cos[π(t− td)/12 h]. The results of these fits are summarized in table 4. It
is apparent that as the height above ground level is increased the modulation shifts to the right. The
shift between the modulation at 1400m and that at the higher altitudes is about two hours. This is
an indication that for the heights relevant for the effects on EAS observed at ground (approximately
two radiation lengths, corresponding to about 700m cos θ above ground) the daily modulation of
the temperature gets delayed by about two hours with respect to that measured at ground level.
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Figure 11. Temperature vs. hour of the day in Malargüe, measured in Local Time, for different altitudes
above sea level.

One may also note from the figure how the amplitude A of the daily temperature variations
decreases with increasing height.

Table 4. Parameters of the fit to temperature data from GDAS at different heights above sea level (see text).

height [m] 〈T〉 [◦C] A [◦C] td [h]

1400 12.4 ± 0.1 5.6 ± 0.2 17.5 ± 0.1

2000 9.5 ± 0.1 2.1 ± 0.2 19.2 ± 0.3

2400 7.0 ± 0.1 1.4 ± 0.2 19.4 ± 0.4

2950 3.7 ± 0.1 0.9 ± 0.1 19.6 ± 0.6
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