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Abstract. The proliferation of huge computer centers with thousands
of processors available, summed up with the new computing paradigms
as cloud computing, make distributed environment a maze of new per-
spectives. Dynamics of resource information is increasing in complexity,
and nowadays is almost impossible to be captured using a static hierar-
chy. Consequently, we focused on developing new tools to attack this new
challenges. Grid-Matrix is a framework with an user-friendly GUI, based
on the famous grid simulator SimGrid. It is focused on the analysis of
information propagation policies, including automatic generation of very
varied network topologies, and many different policies scenarios. As a
case study, we present the generation of clique and ring networks under
three different policies: hierarchical, super-peer and random. These pre-
liminary results shows the potential of this powerful framework, plenty
of features for the profound analysis of information propagation.

1 Introduction

With the advances in microprocessors, storage capacity, networking speed and
telecommunications in general the world has witnessed an unprecedented progress
in information technology, enabling to satisfy the increasing demands of com-
puting power required by scientific and commercial applications.

Many High Performance Computing (HPC) centers are being built and Grid
Computing arises as the new computing paradigm[15, 6, 18, 20] for interconnec-
tion and synchronized interaction between them, providing the infrastructure
required for sharing diverse set of resources, including desktops, computational
clusters, supercomputers, storage, data, sensors, applications, and on-line scien-
tific instruments[34].

In this technology, Globus Toolkit 4 (GT4)[19, 1] is one of the most used tool
for creating grid environments over different operating systems and computer
architectures; which consists of a set of services and applications for managing
the different grid features following a layered design.

One of the key features needed in Grid Computing is to maintain up-to-date
information related to resources and services in an heterogeneous and highly
dynamic environment[7]. The component responsible for obtaining, distributing,
indexing and archiving information about the configuration and state of services
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and resources is called the Grid Resource Information Service (GRIS). Standard
centralized organization approach for the GRIS has several drawbacks[34]:

– Highly prone to a single point of failure.
– Lacks scalability.
– High network communication cost in the links leading to the information

server (i.e. network bottleneck, congestion).
– Centralized servers may become bottlenecks or points of failure.

Monitoring and Discovery System (MDS)[4, 14], the specialized services of
GT4 for resources monitoring and discovery, uses this kind of centralized ap-
proach as the default configuration.

Information technology trends suggest that scenarios will count with a enor-
mous number of shared resources in the grid that the whole planet could be con-
sidered a global Virtual Organization (VO), where the dynamics of the resource
information is almost impossible to be captured using a static hierarchy[36],
which has similar problems to the centralized approach, such as the point of
failure, and poor scaling for a large number of users/providers[31, 32].

Therefore, it is necessary to design new policies for discovery and propagation
of resource and monitoring information is necessary. A proposal for decentral-
izing grid information services was made by Iamnitchi et al.[22, 23] where they
proposed a Peer to Peer (P2P) based approach for organizing the MDS directo-
ries in a flat dynamic P2P network. There is a growing interest in the interaction
of the Grid Computing and the P2P paradigm: both work within a very dynamic
and heterogeneous environment, where the role and availability of resources may
quickly change; both create a virtual working environment by collecting the re-
sources available from a series of distributed, individual entities[32]. Extensive
work has been devoted recently to obtain a new standard to replace the hierar-
chical policy. Naturally, a practical approach towards scalable solutions is offered
by P2P models[28, 32, 36]. In this sense, many research efforts have been aimed
to design new GRIS policies; their theoretical benefits are usually shown using
ad-hoc simulation tools to compare to other previously published policies[29].

Many grid simulators are available for simulating different grid features,
specially scheduling policies: Bricks[35], GangSim[17], BeoSim[25], GridSim[10],
GSSIM[3, 26], SimGrid[12, 13], ChicSim[33] and OptorSim[9], but none of them
is specifically designed to test and analyze the resource discovery and monitoring
information policies.

Moreover, many useful tools are available for the automatic creation of net-
work topologies, including from basic (unrealistic) structures to extremely com-
plex topologies. The most famous ones are BRITE [30], Inet [24], Tiers [16],
GridG [27] and SIMULACRUM (SIMUlated pLAtform CReation and User
Modification)[5, 21].

In this work, we present Grid-Matrix [2], a tool designed to focus on the
development and testing of discovery and monitoring information policies with
a friendly graphical user interface and easy-to-use mechanism, based on Sim-
Grid2 due to its current development activities and functionalities provided.
Also, Grid-Matrix provide tools for the automatic creation of virtual scenarios

39JAIIO - HPC 2010 - ISSN: 1851-9326 - Página 3259



and propagation policies, based on SIMULACRUM because of the versatile net-
work topologies schemes that provides for generation, including Clique, Line,
Ring, Star, Uniform, Exponential, Waxman[37], Zegura[11] y Barabasi[8].

In section 2 we give some details of the SimGrid tool and present Grid-
Matrix, in the section 3 we show some results, finally in the section 4 we draw
some conclusions.

2 Grid-Matrix

Grid-Matrix offers an advanced Graphical User Interface (GUI) that allows the
creation of complex networks topologies in an easy-to-use graphical environment
and a simple scripting interface to simulate information propagation policies,
including the capability to show the simulation progress during the execution
(figure 1).

Fig. 1. Grid-Matrix GUI running a simulation of a Grid network.

Grid-Matrix is based on SimGrid2[13], a toolkit that provides the core for
the simulation of distributed applications in heterogeneous distributed environ-
ments.

SimGrid2 consists of a core simulation engine, with an additional higher-level
Application Programming Interface (API): Simple application-level Simulator
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(MSG). This interface was added in SimGrid2. Formerly, it was developed to
study scheduling algorithms and was upgraded to support many different fea-
tures. MSG presents a large variety of functions to operate with tasks and pro-
cesses.

Grid-Matrix interacts with SimGrid2, and provides a full-featured graphical
interface that helps configure the network topologies and behavior. It includes
an interface for scripting the node behavior in Python, giving access to a very
powerful and complete environment to add new functionalities. Moreover, many
built-in scripts for configuring the simulation to focus on information propaga-
tion, particularly MDS, are included, providing the necessary scripts for an easy
setup of information propagation policies which may prevent having to synchro-
nize manually the platform and deployment files.

In order to run a simulation, a network description file is needed (network
file). This file may be created manually or automatically from a variety of differ-
ent topologies included in the network generator incorporated in Grid-Matrix,
based on SIMULACRUM. This file is later translated into the SimGrid2 format,
the platform file. Once, the network topology is defined, a deploy file is needed
to describe the propagation policy to use in each node. Finally, the scripts corre-
sponding to the simulation and policies selected must be provided. The complete
diagram of files interaction needed for a simulation in Grid-Matrix is shown in
figure 2.

Platform file
(.xml)

Deploy file
(.xml)

Policy scripts
(.py)

GridMatrix2

SimGrid2Python
Interpreter

Network
description
file (.net)

Network Generator

Platform File
Generator

Deploy File
Generator

Fig. 2. Files needed for a Grid-Matrix simulation.
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3 Results

In this section, we analyze the behavior of different distribution policies in two
network topologies: clique and ring. In all the cases, the underlying network was
composed of 50 routers with an increasing amount of nodes (100, 200 and 300
nodes).

In order to compare the different policies, we define the following information
rates that capture the change in the total information, the amount of grid infor-
mation available in each node and the age of this information, and the variability
of this information among the nodes:

– Local Information Rate (LIR): this coefficient is bounded between 0 and 1
and captures the amount of information that a particular host has from all
the entire grid in a single moment, weighting the expiration time. A value
of 1 would mean the host knows every single piece of information about the
whole grid and is as new as it can be. The definition of LIR for the host k
is:

LIRk =

PN
h=1

(expirationh−ageh)
expirationh

· resourceCounth

totalResourceCount

where N is number of hosts in the system, expirationh is the expiration
time of the resources of host h in host k, ageh is the time passed since the
information was obtained from that host, resourceCounth is the amount of
resources in host h and totalResourceCount is the total amount of resources
in the whole grid. The expression expirationh − ageh is similar to the well
known parameter time-to-live from the IP protocol and, due to its definition,
can only has no negative values.

– Global Information Rate (GIR): this coefficient is also a value between 0
and 1, and captures the amount of information that the whole grid knows
of itself. It is calculated taking the mean value of every node’s LIR.

– Global Information Variability (GIV): this coefficient is the standard devia-
tion of GIR. It measures the variability of GIR in the system (less is better).

In the results presented in this section, the GIV values obtained were very
low and similar in all cases, so they are not shown.

3.1 Evaluated policies

Based on the work of Mastroianni et al.[29] we selected three paradigmatic poli-
cies to be evaluated with Grid-Matrix.

– Hierarchical: in this kind of policy, a hierarchy is established beforehand
and the resource information is sent using this fixed structure. In this way, the
nodes in the top of the hierarchy exchange information with the ones below
them. MDS actually uses this type of information propagation policy[4].
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– Random: there is no structure at all, every node chooses randomly a neigh-
bor to get the information from. This policy does not save information about
quality of each query and the distribution of queries is uniform. All the nodes
can query every other connected node[22].

– Super-Peer: the unstructured P2P policy spends part of the network band-
width in work that might be done with a local cache, thus saving useful
resources. For this reason, the super-peer networks were developed as an hy-
brid system which lies between totally distributed systems and cache-based
services[32]. A super-peer network operates like a unstructured P2P, but
some nodes are defined as super-peers working like servers for a subset of
nodes and as peers in the network of super-peers. In this way, a two level
structure is defined such that the normal nodes are allowed to talk only with
a single super-peer and the cluster defined by it. An unstructured P2P is a
degenerated super-peer network, where the cluster size is exactly one[38]. In
this work, hosts send information to a local super-peer and this information
is distributed among the others using a random policy.

To simplify the analysis and implementation of the simulations, the messages
obtained by each node contain no details about the real resource information,
but only the expire time (time-to-live) and the amount of carried information.
The message between each host has two parts: one with fixed size (similar to
the header of a real network message) and one in which the size is proportional
to the resource information being transmitted (constant size for each resource).
In this way, we have no need to introduce the resource details, focusing only on
the very rich dynamics of the system.

3.2 Clique Topology

In this topology, all the routers are fully connected and the nodes are inserted
keeping the balance of the structure, i.e. all the routers have approximately the
same amount of nodes. Due to this organization, the longest path between every
two nodes has two hops and the shortest only one, expecting a good behavior of
any policy in this scenario.

The figure 3 shows the global behavior of the policies in this topology in
three different system sizes, gradually incrementing the nodes.

The Random policy shows a progressive decline in the performance directly
related with the system size. With the addition of nodes and resources, this policy
is less efficient to gather the information due to the lack of use of the information
included in every message (i.e. the amount of resource information received,
the remaining time of the information and the delay to receive the message).
Nevertheless, with an increment of 300% in the system size, the Random policy
shows only a fall of approximately 50% of GIR.

In the considered scenarios, Super-peer policy behaves very stable with a good
performance despite the growth of the system. The Hierarchical policy presents
some remarkable results, for 100 nodes overmatches Random and Super-peer as
can be seen in the figure 3(a). For larger systems it has a fall in the performance
matching Super-peer policy. The defined hierarchy has three levels:
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Fig. 3. Clique topology: GIR for the evaluated policies. In all the cases the underlying
network has 50 routers and the mount of nodes are increased in each case. The infor-
mation expiration time is uniformly distributed in the range from 200 to 300 seconds.
Super-Peer presents a very stable behavior in all the cases, while the Hierarchical policy
only overmatches it in the 100-nodes system. Random rapidly losses performance with
the growth of the system, but it can be an interesting choice because its performance
is only 50% worst with a system 300% larger.

– the first level only includes the root node.
– in the second level the nodes directly connected to the root through the same

router are found, i.e. the path between these nodes and the root has only
one hop.

– the rest of the nodes are included in the third (and last) level.

This organization does not make use of the underlying network infrastructure.
Having three levels means that the information exchange between two nodes in
the third level, involves traveling a much longer path than going directly between
them.

The figure 4(a) presents a scenario comparing the three-level hierarchy with
other with only two levels, i.e. a root node and the rest of the nodes connected to
it representing a centralized scheme. For the 100-node system, both hierarchies
behave very similar, but with larger systems, the two-level hierarchy overmatches
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Fig. 4. Focusing on the impact of the amount of levels and the expiration time. In the
figure (a) a two-level hierarchy behaves better than a three-level one in systems with
200 and 300 nodes, while in a 100-node system both present a similar behavior. In the
figure (b) the expiration time is gradually increased using a 100 and 300 node hierarchy
with three levels. The Hierarchical policy performs better when a longer expiration time
is used.

the other one. In scenarios strongly connected, the centralized scheme is very
appropriate, however it does not takes advantages of the network infrastructure.

On the other hand, the figure 4(b) presents a scenario focusing on the im-
pact of the expiration time in the behavior of the Hierarchical policy. As was
previously mentioned, a three-level hierarchy implies that the information would
travel five levels to go from one end of the network to the other. An increment
in the expiration time will cause that the information will remain valid for more
time, allowing a more extensive distribution.

In the figure 3, the expiration time used was uniformly distributed in the
range from 200 to 300 seconds using a three-level hierarchy. While in the figure
4(b) the expiration time was fixed in 200, 300 and 400 seconds using the same
defined hierarchy.

The impact of increasing the expiration time is remarkably well captured in
the figure 4(b), specially evident in the 300-node system: the longer the selected
expiration time, the better is the global behavior of the system. The situation is
similar in the case of 100-node system. A further increment in the expiration time
does not improve the behavior, concluding that for these cases the studied range
is enough to allow the information to reach all the hierarchy without expiring.

3.3 Ring Topology

In this topology, the routers are connected forming a line with the same amount
of nodes each one. Finally, a connection is made between the two extreme routers
closing the ring. In this way, the topology becomes symmetric and the longest
path is directly related with the half of the existing routers.
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Intuitively, this topology seems to be poor suited for the information inter-
change. If the communication between the nodes surpass the available band-
width in any part of the ring, the congestion will affect all the system and, as a
consequence, a decrease in the system performance. This issue has a particular
relevance in the Hierarchical policy due to the selection of the root node and
the built hierarchy that can be seriously affected by congestion. In the others
policies, congestion can impact the system’s efficiency, but the random part of
each one can help (at least in part) to overcome it.

The focus of the experiments of this section is on the behavior of the policies
and not in the congestion issue, so enough available bandwidth was configured
in the underlying network. Like the previous case, each policy was tested in a
scenario with a fixed amount of routers and increasing the number of nodes.
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Fig. 5. GIR in a ring topology. The network consists in 50 routers and 100, 200 and
300 nodes. The expiration time is uniformely distributed in the range from 200 to 300
seconds. The Hierarchical policy shows the best performance, stably followed by Super-
peer. Random policy, like in the clique topology, presents a decrease in the performance
with the system size.
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In the figure 5 the behavior of the three policies is shown. It is worthwhile
noting that in spite of the increment in the path length respect the clique topol-
ogy, the Random policy behaves in a similar way: the GIR obtained is lower
with the increment in the system size. This indicates that the behavior of this
policy is directly related with the system size and independent of the underlying
network topology.

On the other hand, the Hierarchical and Super-peer policies show very stable
GIR values, but the first presents higher in the three considered scenarios.

4 Conclusions

Grid Computing proposes unlimited access to different computational resources.
A key feature needed in Grid Computing is to maintain up-to-date information
related to distributed resources and services in an heterogeneous and highly
dynamic environment.

The dynamics of the resource information cannot be captured using a static
hierarchy, so we must be prepared to work in a scenario where adaptive in-
formation policies such as P2P strategies should be implemented. Many grid
simulators are available for simulating different grid features, especially schedul-
ing policies, but none of them are specifically designed to test and analyze the
resource discovery and monitoring information policies.

In this work, we presented GridMatrix2, a very powerful simulation tool
designed to focus on the development and testing of discovery and monitor-
ing information policies with a friendly graphical user interface and easy-to-use
mechanism, based on SimGrid2. Moreover, GridMatrix provides tools for the
automatic creation of virtual scenarios and propagation policies.

Using GridMatrix, we created scripts that implement three different informa-
tion propagation policies: Hierarchical, Super-peer and Random. This policies
were studied in two different network environments, Clique and Ring topologies,
that were automatically built using GridMatrix. In all the cases, the tool allowed
us to get very useful information and insight into the details of the working sys-
tem.

We introduced three metrics that capture and summarize the information
propagation behavior: LIR, GIR and GIV, showing that Super-Peer presented a
very stable behavior in all the cases, while Random rapidly losses performance
with growth of the system indepently of the underlying topoly. The Hierarchical
policy shows good performance in the case of a centralized scheme, but using a
three-level hierarchy produces a fall in the performance.

On the other hand, the impact of the expiration time in the behavior of
the Hierarchical policy was analized. We found that longer expiration times
presented a better global behavior.

The modern and modular design of the scripting features included in Grid-
Matrix, in close conjunction with the user friendly and always handy GUI hap-
pened to be a very powerful tool for the evaluation of new propagation policies
of resource information.
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