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A combined theoretical and experimental study on the oxidation of fulvic acid
by the sulfate radical anion†
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The kinetics of the reaction of sulfate radicals with the IHSS Waskish peat fulvic acid in water was
investigated in the temperature range from 289.2 to 305.2 K. The proposed mechanism considers the
reversible binding of the sulfate radicals by the fulvic acid. The kinetic analysis of the data allows the
determination of the thermodynamic parameters DG◦ = -10.2 kcal mol-1, DH◦ = -16 kcal mol-1 and
DS◦ = -20.3 cal K-1 mol-1 for the reversible association at 298.2 K. Theoretical (DFT) calculations
performed with the Buffle model of the fulvic acids support the formation of H-bonded adducts
between the inorganic radicals and the humic substances. The experimental enthalpy change compares
well with the theoretical values found for some of the investigated adducts.

Introduction

Humic acids (HA) and fulvic acids (FA), which are a mixture of the
decomposition products of plant and animal residues, are the main
components of natural organic matter (NOM) and can be found
most commonly in soil, natural water and sediments. The presence
of NOM in raw water could affect the water quality during the
water purification process. For example, disinfection by-products
like trihalomethanes (THMs), can be formed from chlorination in
drinking water containing NOM.1,2 In some surface waters over
70% of NOM was assigned to FA.3 FA are difficult to remove
by the conventional treatment processes, such as coagulation and
sedimentation.4

In situ chemical oxidation (ISCO) involves the introduction of
an oxidant into the subsurface for the purpose of transforming
ground-water or soil contaminants into less harmful chemical
species. There are several chemicals that have been used for ISCO;
however, the most commonly used oxidants are: permanganate,
hydrogen peroxide and iron, peroxodisulfate, and ozone. Perox-
odisulfate oxidation is generally carried out under heat-, photo-,
acid-, base- or metal-activated conditions because oxidation rates
can be greatly accelerated, resulting from the formation of a variety
of free radical species.5 The costs of organic-waste destruction are
higher for heavily chlorinated wastes and for waste containing
substantial amount of non-hazardous organics, such as HA and
FA in contaminated soils. These effects are expected to be related
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to the SO4
∑- scavenging by humic substances (HS). To model the

effect of NOM during water treatments involving peroxodisulfate,
kinetic data on the SO4

∑--mediated oxidation of NOM is necessary.
In a previous paper we reported that the kinetics of the aqueous

phase reaction of sulfate radicals with HS of different origin can
be interpreted in terms of a mechanism which in a first step
considers the reversible binding of the sulfate radicals by the
humic substances.6 Also, we have recently performed a mechanistic
investigation of the reaction of the sulfate radical with gallic acid.7

In that work we have used gallic acid as a low molecular weight
model of HS. The flash-photolysis experiments performed with
this system showed: (a) linear plots of the apparent decay rate
constant of the sulfate radicals vs. the molar concentration of gallic
acid, and (b) the formation of phenoxyl radicals of the organic sub-
strate as reaction intermediates. The DFT calculations confirmed
the experimental results and supported the H-abstraction by the
sulfate radical from gallic acid. To gain further information on the
effect of the lighter molecular weight HS components, we employ
here the flash-photolysis technique to investigate the kinetics of
the reaction of the sulfate radicals with FA.

We also perform theoretical calculations employing the Buffle
model of FA to explain the chemical nature of the interaction
between the sulfate radicals and FA.8 Two theoretical works
involving FA models and their interaction with metal ions have
been carried out elsewhere. Nantsis and Carper investigated the
formation and hydration of 2 : 1 complexes of a model of FA
with Mg2+ and Cd2+, Zn2+ or Pb2+ by means of semiempirical
PM3 calculations.9 Those authors provide some thermodynamic
properties of both hydrated and unhydrated complexes as well as
a description of hydrogen bonding features. On the other hand, de
Castro Ramalho and coworkers compare the relative stability and
hydration behavior of a FA model with Cd2+ and Zn2+.10 Those
authors use NVT molecular dynamics simulations to generate
configurations, which are further subject to an NBO analysis
within the framework of DFT. We would like to stress that none of
those previous works include geometry optimizations at the DFT
level.
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Experimental

Reagents and materials

Na2S2O8 from Merck (Darmstadt, Germany), Waskish peat IHSS
(International Humic Substances Society) HA and FA, and
Aldrich humic acid sodium salt (AHA) were used as received.
Distilled water (>18 MX cm, <20 ppb of organic carbon) was
obtained from a Millipore system (Bedford, MA). The pH of
the solutions employed for the flash-photolysis experiments was
3.45 ± 0.05. At this pH most of the carboxylic groups of FA are
protonated. The temperature was controlled to ±0.1 K with a
Grant model GD 1200 thermostat (Chelmsford, UK).

Flash-photolysis experiments

The experiments were carried out with a conventional Xenon Co.
model 720C equipment (Wilmington, MA) with modified optics
and electronics.11 To avoid product accumulation, each solution
was irradiated only once. Signals arising from single shots were
averaged. Photolysis of S2O8

2- (lexc < 300 nm) was used as a clean
source of SO4

∑-.12 Data fitting was performed using Sigmaplot,
which employs a Marquardt–Levenberg algorithm to determine
the parameter values. The tolerance limit was set to 0.000100.

Kinetic computer simulations:

To simulate the decay of the transient traces, a computer program
based on component balances formulated in terms of a differ-
ential algebraic equations system (DAE) was used. The program
employs the Runge–Kutta method.9 The method was validated by
comparison with results obtained from a robust simulation of the
DAE with a modified version of the LSODI routine13 based on
Gear’s stiff method.14

TOC (total organic carbon) analysis

TOC was measured with a high-temperature carbon analyzer
(Shimadzu TOC 5000 A, Kyoto, Japan).

Theoretical methodology

Molecular dynamics simulations were used as a tool to generate
starting geometries for further geometry optimization with more
sophisticated methods. The molecular dynamics15 (MD) module
of the HyperChem package16 was used. The AM1 semiempirical
method17 was utilized to provide the potential energy in which
the nuclei move. The simulation begins with a geometry that
was previously optimized at the AM1 level of theory. Starting
velocities were set to zero to preserve both linear and angular
momenta during the whole simulation. To assure that all rotational
barriers are overcome during the simulation the temperature was
kept constant to a value of 500 K. The simulation time step
was 0.5 fs. After an equilibration period of 10 ps, a 100-ps-long
simulation was carried out, saving the coordinates every 5 ps.
Those geometries were then minimized using the AM1 method.
At the end of this procedure 20 starting geometries are obtained
for further optimization within the framework of the density
functional theory (DFT), using the ADF2007.01 package.18 Initial
optimizations were performed at the local density approximation
(LDA)19 level using a double zeta basis set available in ADF

package as DZVP, which includes a set of polarization functions.
The resulting four lower-energy structures were selected, on an
arbitrary basis, as starting geometries for further optimization,
which was performed using the PBE exchange and correlation
functional20 and a triple zeta basis set available as TZ2P, including
two sets of polarization functions. This method is referred to
as PBE/TZ2P hereafter. No symmetry constrains were used
during geometry optimizations. We have selected the lowest-
energy conformer of the Buffle model of FA and we have
performed frequency calculations at the PBE/TZ2P level of
theory. Different coordination modes for the interaction of the
SO4

∑- and the optimized Buffle model structure were considered.
Solvent effects were accounted for at a self consistent field level on
the already optimized geometries. The conductor-like screening
model (COSMO), using the solvent excluding surface (asurf) and
the following values for the atomic radii (in Ångström), S = 1.85,
O = 1.52, C = 1.70, H = 1.20 were used.21 Reported enthalpies
at 298.15 K are obtained as E◦ (solvent) + DE◦ (gas phase,
0 K → 298.15 K) + RT , where E◦ (solvent) is the total electronic
energy including solvent effects self consistently on the geometry
optimized in the gas phase, and DE◦ (gas phase, 0 K → 298.15 K)
are the thermal corrections to the electronic energy in the gas phase
obtained from the frequency calculation.

Results and discussion

Experimental results

Flash-photolysis of 0.01 M peroxodisulfate solutions without
added organic substrates in the range from 289.2 to 305.2 K
showed formation of SO4∑- radicals.12

The traces at 450 nm obtained with 0.01 M peroxodisulfate
solutions in the presence of FA in the range 0–400 mg L-1 could be
well fitted to the mixed order equation, eqn (1). Two typical traces
are shown in Fig. 1.
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A(l) is the time and wavelength dependent absorbance, c(l) =
2 krec/e(l)l with e(l) = absorption coefficient and l = optical path-
length, and b(l) = c(l) + kfirst/Ao(l) with Ao(l) the absorbance
immediately after the lamp pulse. For experiments in the absence
of FA the term d(l), the final constant absorption, was set = 0.
For experiments in the presence of HS this term was found to be
very small (less than 1% the value of Ao(l)).

The values of kfirst and krec obtained at 293.2 K in the absence
of FA are in accordance with reported values.6,22,23 The Arrhenius
plots for kfirst and krec yield the activation energies of (49 ± 13) and
(8.4 ± 1.9) kJ mol-1, respectively, in agreement with data reported
by our group and by others.6,24,25

For fitting the data obtained in the presence of FA, the second
order parameter, c(l) for each experiment was set equal to the
value obtained from the experiment performed in the absence of
FA at the same temperature.

The first order component of the SO4
∑- decay is due to reaction

with the solvent, hydroxide ions, S2O8
2- ions, and FA. Thus, kfirst is

in fact a pseudo first order decay rate constant. The values of kfirst

obtained at different temperatures increase with the concentration
of FA expressed in mg L-1, CFA; as shown in Fig. 2.
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Fig. 1 Traces obtained at 450 nm with 0.01 M Na2S2O8 solutions at
293.2 K in the absence (upper trace) and presence (lower trace) of 400 mg L-1

FA. The solid lines show the fitting of the data to eqn (1). The dashed
lines show the computer simulations of the traces (see text). The residuals
(experimental minus fitted signal) are shown below.

Fig. 2 Plot of kfirst vs. the concentration of FA, CFA, expressed in mg L-1,
for data obtained at different temperatures: 305.2 K (d); 301.2 K (5);
297.2 K (¥); 293.2 K (4) and 289.2 K (grey d). The solid lines show the
fitting of the data to eqn (1), and the symbols ¥ show the values of kfirst

obtained from the fitting of the simulated traces to eqn (1) (see text).

The data shown in Fig. 2 can be fitted to eqn (2).
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The concentration CFA is expressed in mg L-1. The values of the
parameters obtained at 293.2 K are: a = (1700 ± 90) s-1, b = (52 ±
20) mg-1 L s-1 and c = (0.019 ± 0.007) mg-1 L. The concentration
dependence of the data is qualitatively the same found for other

HS and can be interpreted with the reactions shown in Scheme 1.6

This kinetic analysis is based on the concentration of the molecular
entities and not of the reactive sites of FA. The mechanism
considers the binding of S2O8

2- to FA, reaction 1. Several anions,
such as chromate, arsenate, arsenite, sulfate, silicate and phosphate
are known to bind to FA.26

Scheme 1

Reactions (2) and (3) represent the photolysis of free and bound
peroxodisulfate anion to yield free and bound SO4

∑-, respectively.
The rate constant k5 is coincident with kfirst in the absence of FA
(see above). Reaction (7) occurs when SO4

∑- radicals collide with
a reactive moiety of FA. P, P¢ and P¢¢ stand for reaction products.

Assuming that SO4
∑- is the main species absorbing at 450 nm

and that a fast equilibrium between SO4
∑- and SO4

∑- (FA) takes
place, a mixed first and second order decay is obtained for SO4

∑-,
as shown in eqn (3).6
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Eqn (3) predicts a mixed first and second order decay kinetics for
the SO4

∑- radicals with a first order rate constant, kfirst, dependent
on [FA], as shown by eqn (4).
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The apparent first order decay rate constant, kfirst, is given by eqn
(4). The comparison of eqn (2) and (4) leads to the following values
at 293.2 K: k5 = (1700 ± 90) s-1, (k6K4 + k7) = (52 ± 20) mg-1L s-1 and
K4 = (0.019 ± 0.007) ¥ 106 ¥ MW (with MW = average molecular
weight of FA).

To further prove the proposed mechanism, computer simula-
tions of all the experiments were performed. The experiments in
the absence of FA could be reproduced by the simulation taking
6.75¥ 10-6 M, for the initial concentration of SO4

∑-, [SO4
∑-]o for the

experiments performed at 301.2 K, 297.2 K and 289.2 K, and 6.5¥
10-6 M for the experiments performed at 293.2 K and 305.2 K, and
e450 = 1650 M-1cm-1 for its absorption coefficient12 and the values of
both k5 (coincident with kfirst in the absence of FA) and krec obtained
from fitting of the experimental data. There is a good agreement
between the experimental and simulated traces (see upper trace in
Fig. 1). Simulations of the experiments obtained in the presence
of various amounts of FA were done with the same parameters
employed for the simulations of the solutions without FA, taking
the values of k6 = 5.23 ¥ 103 s-1, 4.20 ¥ 103 s-1, 3.09 ¥ 103 s-1,
2.71 ¥ 103 s-1 and 2.42 ¥ 103 s-1 for data at 305.2 K, 301.2 K,
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297.2 K, 293.2 K and 289.2 K, respectively, and the molecular
weight of 2.4 ¥ 103 for the IHSS FA (see below), and considering
the reversible steps (4) and (-4) without assuming the equilibrium
condition. The contributions of the absorbance at 450 nm of both
SO4

∑- and SO4
∑-(FA) were considered. Simulations with different

values of k4 in the range (1 ¥ 105–3 ¥ 1010) M-1 s-1 were performed,
keeping constant the amount K4 = k4/k-4 = c ¥ 106 ¥ MW. Values
of k4 > 1 ¥ 109 M-1 s-1 were found to simulate well the decay traces,
whereas lower values failed. Thus, a lower limit of 1 ¥ 109 M-1 s-1

is proposed for k4. The values of k7 employed for the simulations,
calculated as b - k6 ¥ K4, were 1.95 ¥ 109 s-1, 2.06 ¥ 109 s-1, 1.98 ¥
109 s-1, 2.11 ¥ 109 s-1 and 1.73 ¥ 109 s-1 at 305.2 K, 301.2 K, 297.2 K,
293.2 K, and 289.2 K, respectively.

The simulated traces corresponding to experiments with various
amounts of FA were fitted to the mixed order eqn (1) and the
obtained kfirst plotted against CFA (crosses in Fig. 2). The values
of kfirst obtained from the simulations reproduce the saturation
behavior found for the experimental values, as shown in Fig. 2
(¥ symbols), further supporting the proposed mechanism.

From the C content of the IHSS FA sample used here, (65 ±
2)% as determined by TOC analysis, the parameter c = (4 ± 1) ¥
105 L mol(C)-1 at 293.2 K is obtained. From the value of the molar
absorptivities of HS at 280 nm (e), the weight-averaged molecular
weight can be estimated.27 The molecular weights calculated for the
IHSS FA and for other HS are listed in Table 1. The corresponding
values of the binding constants of the sulfate radicals are also listed
in Table 1.

The values of K4 for the three HS are coincident within the
experimental error. From the plot of ln c vs. T-1 (Fig. 3) for the
FA, the value of DH◦

4 = -(16 ± 2) kcal mol-1 is obtained. From

Fig. 3 Plot of ln c vs. T-1.

Table 1 Weight-averaged molecular weights and binding constants at
293.2 K of the sulfate radicals to several HS

HS MW/g-1 mol-1 K4
a ,b

IHSS FA (2.4 ± 0.3) ¥ 103c (5 ± 3) ¥ 107

AHA 4.1 ¥ 103d (6 ± 2) ¥ 107

IHSS HA (2.7 ± 0.3) ¥ 103c (8 ± 4) ¥ 107

a K4 was calculated as c ¥ 106 ¥ MW. The values of c for the humic acids
were taken from ref. 6 b The error bars in K4 are obtained by propagating
the errors in c and MW. c Calculated from the predictive relationship MW
(g mol-1) = (4.0 ± 0.3) ¥ e(L mol(C)-1 cm-1) + (468 ± 119) obtained by
linear regression analysis of the experimental data reported in Table 1 of
ref. 27 d From ref. 27 and 28. The error bars are not reported.

the free energy change at 298.2 K, DG◦
4 = -RT ln K4 = -10.2 kcal

mol-1, and the experimental DH◦
4, DS◦

4 = -20.3 cal K-1 mol-1

is obtained. Thus, the binding of the anion is controlled by the
exothermicity of the interaction.

Since from the kinetic data it was possible to obtain thermo-
dynamic information on the system, to support the proposed
mechanism theoretical calculations were performed.

Theoretical results

The binding of the sulfate radicals to FA model should involve
the formation of intermolecular H-bonds between both species.
To check this possibility, theoretical calculations were performed
using the Buffle model of FA. The optimized structure of the
FA model was obtained through the procedure described in
the Theoretical methodology section and is shown in Fig. 4.
The structure is stabilized by the presence of five intramolecular
H-bonds, as shown in the same Figure.

Fig. 4 PBE/TZ2P-optimized structure of the Buffle model of FA. The
numbers correspond to the sites involved in the formation of the adducts
shown in Fig. 5.

As previously mentioned, we have considered different coor-
dination modes for the interaction of SO4

∑- with the FA model,
and found that the lowest-energy adducts are those in which the
sulfate radical is able to form two H-bonds with the Buffle model.
We have therefore focused on those interaction sites and rejected
higher-energy coordination modes. The favored interaction sites
are shown in Fig. 4 with numbers 1 to 5. The optimized geometries
of the corresponding adducts are shown in Fig. 5.

Table 2 collects the computed thermodynamic properties cor-
responding to the FA–SO4

∑- complexation process (reaction (4)).
In particular, we report total electronic energy differences, DE◦,
that include solvent effects self-consistently. DH◦ is calculated as
explained above and DS◦ is obtained from gas-phase calculations.
The most stable structures are adducts 1 and 5 (Fig. 5 and
Table 2), in which the sulfate radical interacts directly with ring
substituents. In particular, in the most stable complex (adduct
5), the SO4

∑- radical interacts with –OH and –COOH groups,
and two hydrogenic species are transferred from those groups to
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Fig. 5 PBE/TZ2P-optimized geometries of the different sulfate radical–FA adducts. Distances are in Ångström.

Table 2 Calculated (PBE/TZ2P) DE◦ for the aqueous-phase complex-
ation reactions at 0 K, DH◦ and DG◦ values for the aqueous-phase
complexation reactions at 298.15 K (all quantities are in kcal mol-1);
and DS◦ values for the gas-phase complexation reactions at 298.15 K
in cal K-1 mol-1

Adduct 1 Adduct 2 Adduct 3 Adduct 4 Adduct 5

DE◦ (solvent) -22.2 -12.5 -9.2 -13.7 -24.9
DH◦ (solvent) -21.0 -10.9 -7.1 -11.4 -24.1
DS◦ (gas-phase) -43.8 -41.3 -41.7 -33.5 -36.7
DG◦ (solvent) 1.5 -8.0 5.3 -1.4 -13.2

the radical. This is the only case in which we have detected such
transfers. Although several additional calculations are needed to
study the relative stability of adducts 1 and 5, we argue here that
the transfer of two hydrogenic species, possibly a proton and a
hydrogen atom, plays an important role in stabilizing adduct 5.

Our calculations indicate that DH◦ for adduct 5 at 298.15 K
is -24.1 kcal mol-1, whereas the corresponding DG◦ value is
-13.2 kcal mol-1. Adduct 1, in which the sulfate radical interacts
with two –COOH groups through H-bonds is close in energy,
namely, the computed DH◦ value of the complexation process was
found to be -21.0 kcal mol-1, whereas the corresponding DG◦ value
is -8.0 kcal mol-1. Our calculations also suggest that adduct 4 is
only marginally stable, according to its DG◦ value, and adducts 2
and 3 are thermodynamically unstable.

Although additional calculations including solvent molecules
explicitly are needed to improve the agreement between the present
calculations and experimental data, some comments could be
pointed out regarding those differences. The discrepancies found
between empirical and calculated enthalpy and entropy changes
could be understood if it is accepted that the formation of any
adduct takes place in two steps. Solvation spheres are severely
distorted in the first step, leading to the rupture of some of the
weak solvent–molecule bonds. In the second step, both molecules
with their corresponding distorted solvation spheres approach
each other, then forming the adduct. The first step is clearly an
endothermic process and also occurs with an increase in the system
entropy. The second step, on the other hand, is an exothermic
process and must occur with a decrease in the entropy of the
system. In our calculations, solvation spheres are not considered
explicitly or even implicitly, thus the consequences of the first step
are completely ignored by the present results. In other words, more
sophisticated calculations including solvent molecules explicitly
should lead both to a less-exothermic enthalpy change and to
a less-negative entropy change, the correct direction needed to
improve present results.

Conclusion

The reaction mechanism proposed to interpret the flash-photolysis
experiments requires the reversible interaction of the sulfate
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radical with fulvic acids. This process was not observed in the
kinetic experiments performed with gallic acid as the substrate.
The presence of sites capable of forming multiple H-bonds to
sulfate radicals in FA seem to stabilize it, which under such
conditions “binds” to the substrate. The formation of adducts
between the inorganic radicals and the Buffle model of the fulvic
acids is strongly supported by the theoretical calculations. Despite
the need of improving the participation of the solvent for obtaining
more confident thermodynamical parameters, the trend observed
in DH◦, DG◦ and DS◦ values is in agreement with the experimental
values.

The mechanism implies the competition of the contaminants
and the fulvic acids for the oxidant radicals, which should lower
the efficiency of the in situ chemical oxidation treatments involving
peroxodisulfate as the oxidant. The concentration of fulvic acids
dissolved in the aqueous phase during oxidative treatments could
be higher than its critical micellar concentration. Under these
conditions a possible adsorption process of the radicals to the
fulvic acid micelles could be caused by the affinity of sulfate
radicals to the fulvic acids shown in the present paper.
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