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Abstract

This paper presents the development of a Cloud-based 
dashboard called ODP-DASHBOARD (Ocean Data 
Platform), to manage information from the Marine 
Biodiversity domains and Oceanography. In this con­
text, the Linked Open Data (LOD) paradigm has 
emerged as a set of best practices for connecting, shar­
ing and exposing data and knowledge. A central part 
of this paradigm are ontologies, which allow the defin­
ition of shared vocabularies and conceptual models 
that help integrate this information. These considera­
tions provide a strong motivation to formulate a system 
that takes into account geospatial characteristics that 
can provide answers to questions such as the follow­
ing: (i) How can we define spatial regions for our 
studies? (ii) How are species distributed in a given 
region ? (iii) Given a particular georeference, what 
geographic region does it belong to? (iv) How to re­
late species occurrences to environmental variables 
within a specific region ?. This system is composed 
of (i) Architecture; (ii) Conceptual model and (iii) 
Linked data set for exploitation through a SPARQL 
endpoint. The evaluation was carried out from two 
approaches, the first of which consists of validating 
the dashboard using real data extracted from Marine 
Biodiversity and Oceanography repositories and then 
validating the proposed conceptual model using com­
petency questions. The second approach has to do 
with validation through case studies defined together 
with researchers from the Scientific and Technological 
Center (CENPAT-CONICET).

Keywords: Ocean sensors, SSN/SOSA ontology, RD- 
FLib, Aqualink.

Resumen

En este artículo se presenta el desarrollo de un ta­
blero de mando basado en la nube llamado ODP-

DASHBOARD (Ocean Data Platform), para gestionar 
información de los dominios de Biodiversidad Mar­
ina y Oceanografía. En este contexto, el paradigma 
Linked Open Data (LOD) ha surgido como un con­
junto de mejores prácticas para conectar, compartir 
y exponer datos y conocimiento. Una parte central 
de este paradigma son las ontologias, que permiten 
la definición de vocabularios compartidos y modelos 
conceptuales que ayudan a integrar esta información. 
Estas consideraciones proporcionan una fuerte moti­
vación para formular un sistema que tenga en cuenta 
las características geoespaciales que puedan propor­
cionar respuestas a preguntas como las siguientes: 
(i) ¿Cómo podemos definir regiones espaciales para 
nuestros estudios ? (ii) ¿ Cómo se distribuyen las es­
pecies en una región determinada? (iii) Dada una 
georeferencia particular, ¿a qué región geográfica 
pertenece? (iv) ¿Cómo relacionar las ocurrencias 
de especies con las variables ambientales dentro de 
una región específica ?. Este sistema se compone de 
(i) Arquitectura; (ii) Modelo conceptual y (iii) Con­
junto de datos enlazados para su explotación a través 
de un endpoint SPARQL. La evaluación se realizó 
desde dos enfoques, el primero de ellos consiste en 
validar el tablero de mando utilizando datos reales 
extraídos de repositorios de Biodiversidad Marina y 
Oceanografía y luego validar el modelo conceptual 
propuesto mediante preguntas de competencias. El 
segundo enfoque tiene que ver con la validación a 
través de estudios de casos definidos en conjunto con 
investigadores del Centro Científico y Tecnológico 
(CENPAT-CONICET).

Palabras claves: Sensores Oceánicos, Ontologia SS­
N/SOSA, RDFLib, Aqualink.

1 Introduction

The Southwestern Atlantic Ocean, especially its sub­
polar and polar coastal areas, remains relatively un-
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derstudied compared to other regions. Despite some 
scientific research, much of it has been limited due to 
the remote and harsh environmental conditions of these 
areas, such as harsh weather, strong winds, and cold 
temperatures, making extended research challenging 
[1]. There is an urgent need to increase data acquis­
ition efforts in these regions to better understand the 
effects of climate change on marine ecosystems. Stud­
ies combining data loggers and satellite remote sensors 
on marine vertebrates have significantly enhanced our 
understanding of the ocean, revealing intricate associ­
ations between the physical environment, productiv­
ity, and foraging ecology of key migratory predators 
[2]. Various species like giant bluefin tuna, penguins, 
and marine mammals have been used to explore large 
marine ecosystems firsthand, providing insights ran­
ging from depth temperature profiles to oceanographic 
features characterization [3, 4]. Foraging Southern 
Elephant Seals (SES) are particularly noteworthy for 
their deep diving and long-distance travel, covering 
thousands of kilometers across various oceanographic 
regions for extended periods [5]. The research group 
called Grupo de Estudios de Macroecologia Marina 
(GEMMA-CONICET) focuses on SES as a model 
for biological, oceanographic, and ecological stud­
ies [6]. To address these challenges, a LOD-based 
dashboard has been developed. It aims to manage in­
formation in marine biodiversity and oceanography 
domains, featuring an architecture, conceptual model, 
and linked dataset for exploitation through a SPARQL 
endpoint. Validation of the ODP-DASHBOARD in­
volved real data from marine biodiversity and ocean­
ography repositories, along with competency ques­
tions. Additionally, case studies in collaboration 
with researchers from the Scientific and Technolo­
gical Center (CENPAT-CONICET) were conducted 
to validate the proposed conceptual model. Docu­
mentation for ODP-DASHBOARD is available online 
at https://github.com/gustavomarcelonunez/ 
odp-dashboard, and the linked dataset is accessible 
via DOI 10.17632/5nv5c7575w.3. The rest of the pa­
per is organized as follows: In Section 2, we present 
an overview of related related vocabularies and ap­
plications that were the input to ODP-DASHBOARD. 
In Section 3, we describe the system, which is com­
posed of architecture, data transformation process and 
integrated dataset. Section 4, discusses how ODP- 
DASHBOARD was evaluated following a specific pro­
tocol, and presents the use case. Finally, in Sections 5 
we discuss the results and present our final considera­
tions.

2 Related vocabularies and applications

This section shows the underlying vocabularies and 
ontologies that were used in the development and later 
we will briefly mention the applications that offer sim­
ilar features to ODP-DASHBOARD.

2.1 Vocabularies and ontologies

The Natural Environment Research Council (NERC) 
Vocabulary Server [7] offers standardized term lists 
spanning various disciplines relevant to the oceano­
graphic and broader communities. Utilizing controlled 
vocabularies in metadata and data tags resolves am­
biguity issues in data markup, enabling computer in­
terpretation and facilitating computer-assisted man­
agement, distribution, and long-term reuse of datasets. 
Geolink [8] introduces an Ontology Design Pattern 
(ODP) for oceanographic cruises using OWL, which 
combines and reuses existing patterns such as traject­
ory, event, and information object, making it suitable 
for defining relationships and classes in datasets.

Two relevant national initiatives include the Na­
tional Biological Data System (SNDB) developed 
by the Ministry of Science, Technology, and Pro­
ductive Innovation, and the National Sea Data Sys­
tem (SNDM) developed by the International Oceano­
graphic Data and Information Exchange (1ODE) for 
marine data visualization. However, these portals have 
ceased due to funding issues [9, 10].

The Semantic Sensor Network Ontology (SS- 
N/SOSA) [11] has gained prominence in marine sci­
ences, providing a standardized framework for describ­
ing sensors, observations, and metadata. SSN/SOSA 
facilitates seamless data integration and interoperabil­
ity across various sources, allowing machine-readable 
descriptions of sensors’ capabilities and observations’ 
characteristics. In ocean sciences, SSN/SOSA has 
been applied to oceanographic monitoring, marine 
biology, and climate science, enabling better under­
standing of oceanographic processes by integrating 
data from various sensors like ocean gliders, buoys, 
and satellites.

2.2 Applications

According to our literature review, we did not find spe­
cific Southern Elephant Seal (SES) data repositories 
or data management systems that meet Linked Open 
Data (LOD) criteria [12]. We explored the Marine 
Mammals Exploring the Oceans Pole to Pole (MEOP) 
initiative and Burton et al. (2017) [13, 14], but their 
data does not comply with LOD principles. Move­
bank, managed by the Movebank Data Repository, al­
lows sharing and analyzing animal movement data but 
also does not adhere to LOD principles [15]. Regard­
ing LOD-based systems, the OpenBiodiv Knowledge 
Graph and Ozymandias Knowledge Graph are notable, 
while Biologer lacks LOD principles [16, 17, 18, 19]. 
We discarded Biologer due to its lack of LOD prin­
ciples, which are essential for interoperability and 
compliance with FAIR principles [20]. However, Ozy­
mandias and OpenBiodiv Knowledge Graphs do not 
provide visual components like maps.
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3 System description

The main objective of our dashboard development is 
to provide satisfactory visual analysis to users, ensur­
ing data reusability and interpretation by other applic­
ations. To achieve this, compliance with the FAIR 
principles [20], at least partially, is essential. Initially, 
data in CSV format extracted from a MySQL rela­
tional database served as the data source. However, 
due to semantic and reuse limitations, we opted to 
convert these data to Linked Open Data (LOD) (see 
section 3.2 for the data transformation process). Sub­
sequently, the links obtained from the conversion were 
integrated into the dashboard, enabling redirection to 
the machine-readable version of each displayed data.

3.1 Architecture

Our application architecture follows the client/server 
model [21], where the client makes requests processed 
by the server to provide responses. The server side is 
developed using Shiny [22], an R package enabling the 
creation of interactive web applications. Shiny applic­
ations consist of two components: the front-end (ui) 
responsible for building the user interface displayed to 
users, and the back-end (server) generating application 
content, such as functions or data management and 
analysis.

3.2 Data transformation process

To perform the data transformation, the D2RQ Plat­
form is used ([23]). This consists of: 1) D2RQ 
Mapping Language, which is used to write map­
pings between database tables and RDF vocabular­
ies or OWL ontologies ([24]), 2) D2RQ Engine, a 
SPARQL-to-SQL rewriter that can evaluate SPARQL 
queries over your mapped database, and 3) D2R 
Server, a web application that provides access to the 
database via the SPARQL protocol, as Linked Data, 
and via a simple HTML interface. D2RQ runs at 
http://linkeddata.cenpat-conicet.gob.ar in back-end to 
browse structured data. The SES dashboard data­
set can be downloaded from 10.17632/5nv5c7575w.3, 
navigated and queried using a SPARQL endpoint 
http://linkeddata.cenpat-conicet.gob.ar/snorql/, and it 
is published under Creative Commons Universal Pub­
lic Domain Dedication (CCO 1.0) License.

3.3 Dataset

LOD [25], is an idea that arises from the Semantic 
Web [26], with the goal of ensuring that data published 
on the Web is reusable, discoverable, and, most im­
portantly, that data published by different entities can 
work together. The LOD principles are summarized as 
follows:

• Use URIs as resource names. Each in­
stance is uniquely identifiable through an

HTTP URL For example, the result of a 
measurement of the average depth of the 
water column measured by an instrument 
can be identified as http://linkeddata.cenpat- 
conicet.gob.ar/data/result/id-233/avg depth. All 
instance identifiers follow this same scheme.

• Leverage the HTTP of the URI so that people 
can locate and query (i.e., dereference) these 
resources. In accordance with Linked Data prin­
ciples, dereferenceable HTTP URIs were used 
for our resources. For example, for the URI of the 
average depth shown above, the human-readable 
version of the URI is: 

 depth 
which was defined to dereference the previous 
URI.

http://linkeddata.cenpat- 
conicet.gob.ar/page/result/id-233/avg

• When a URI is dereferenced, it offers valu­
able information about the resource. Data­
set resources form a knowledge graph and are 
linked to external databases using properties 
such as skos:exactMatch, owl:sameAs and 
skos: broader, and . These identifiers include 
ORCID, Wikidata entities, DBPedia resources, 
and NERC vocabulary server ID. For example, 
average water temperature is associated with 
the NERC identifier SDN: P02: : TEMP through 
the skos: broader property. (See: observable- 
property/id-233/avg-temp).

• Include links to other URIs related to the data 
contained in the resource, thus enhancing inform­
ation discovery on the Web. Users can easily 
explore additional relevant information and re­
sources, thus enriching their understanding and 
enabling deeper insights into the topic.

3.4 ODP-DASHBOARD overview

The ODP-DASHBOARD platform was created to 
query statistical data from marine species dives, travel 
routes, and oceanic data from a buoy. We used the 
flexdashboard package in R to generate web pages via 
R Markdown. SPARQLWrapper package facilitated 
querying different endpoints by importing SPARQL 
SELECT query results into R as a dataframe from 
Python code blocks. Subsequent sections detail each 
module of the dashboard.

3.4.1 Dive Statistics

This module captures diving data by programming in­
struments to sample at intervals. After retrieval, the 
data undergoes preprocessing to detect anomalies and 
is stored in a database or CSV files. Users can analyze 
dives individually or apply basic statistics. It summar­
izes diving statistics for all ODP individuals, including 
maximum depths, dive counts, temperatures, and plat­
forms. Detailed sensor information is provided, with a
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summary at the top, a sensor table at the bottom left, 
and a dive count bar chart at the bottom right. The 
ggplot library was used for bar charts. Platforms and 
sensors are linked to LOD descriptions in both HTML 
and RDF formats. See Figures 1 and 2 for illustrations.

3.4.2 Dive Analysis

The diving analysis module is divided into two parts: 
on the left, it displays the variables of interest recorded 
by the platform during the dives. Temperatures, depths, 
and duration can be shown. On the right, it shows 
the routes taken by the selected platform. Figure 3 
shows the analysis report screen of dives performed 
by the ODP encoded as ANIF, with different variables 
captured by the instruments (e.g., maximum depth, 
duration, surface temperature, etc.) plotted against the 
number of dives on the X-axis. The line chart on this 
screen was built using the Plotly library [27]. On the 
other hand, the map showing the route taken by the 
platform was built using the leaflet library [28].

3.4.3 Buoy Data

This module of the application utilizes SPARQL quer­
ies to retrieve data from the oceanographic platform 
[29]. A plugin on the left sidebar allows users to se­
lect a date range, with data plotted in the main section 
of the tab. Below this, a plugin developed using the 
leaflet library [28] displays the geographical location 
of the data-collecting platform.

Figure 4 in the main section presents information 
captured by the platform within the selected date range. 
Data includes surface temperature, depth temperature, 
and the average of these two calculated from R func­
tions. The center chart displays data on significant 
wave heights in the surveyed area, while the bottom 
chart shows wind speed data.

3.4.4 Cluster Analysis

This module uses the DBSCAN package for spatial 
cluster analysis, employing Density-Based Spatial 
Clustering of Applications with Noise. Parameters 
chosen include a neighborhood radius (e) of 0.15 and 
a minimum number of points (MinPts) of 12. The 
algorithm forms clusters based on neighboring points 
within the radius, recursively expanding them if they 
meet the MinPts requirement. Points with fewer neigh­
bors are classified as noise. Figure 5 illustrates this 
geospatial analysis.

3.4.5 Census Statistics

This module visualizes basic statistics of primary data 
collected during censuses spanning 1990 to 2017. 
The census records only visually countable individu­
als, without individual identification of ODPs. Land 
censuses occur during the breeding season peak (first

week of October), when approximately 96% of breed­
ing females are ashore [30]. Foot censuses cover 
nearly 200 km of open coast in Peninsula Valdés 
(PV) and approximately 150 km outside PV. How­
ever, censuses may vary in date and sectors studied 
across years. A histogram, created using the ggplot 
module, illustrates annual elephant seal counts dur­
ing the breeding season peak, categorized by age (see 
Figure 6).

3.4.6 Linked Data

In this section of the application, the sidebar presents 
a list of marine species obtained through SPARQL 
queries to the endpoint called BiGe-Onto [31]. The 
user can select a species, triggering a series of quer­
ies to retrieve detailed information. The first table 
displays the Wikidata item, scientific name, common 
name, status, habitat region image, and, if available, 
data such as length and life expectancy. The second 
table (bottom left section) provides bibliographic links 
to various linked open data databases. The third tab 
(bottom right section) displays relevant information 
about species attributes and their associated values. 
(See Figure 7)

3.4.7 More

This module consists of two tabs. The first tab is 
dedicated to maintaining an updated record of sci­
entific production concerning southern elephant seals 
by CESIMAR-CONICET researchers. It features a 
table listing all publications, including scientific art­
icles, book chapters, or reports. Users can search using 
various parameters such as author, title or abstract text, 
keywords, DOI, year, etc. Figure 8 illustrates these 
options. It’s crucial to monitor which ODP individuals 
are referenced in a publication, either for data analysis 
or map representation. The ODP Dashboard facilitates 
linking ODPs to their associated publications. The 
second tab provides information about the application.

4 Evaluation

To evaluate the underlying data model of ODP- 
DASHBOARD, data-driven validation [32] was em­
ployed to accurately represent real-world scenarios 
and validate the developed system. Specifically, data 
from oceanographic buoys provided by the Aqualink 
project were used to create relevant examples and rela­
tionships.

To verify the proposed model, various datasets ex­
tracted from Aqualink were instantiated, including 
instances of its concepts and relationships. The de­
tailed instantiation process is described in Section 3.2. 
Figure 9 illustrates a record from the CSV file in the 
dataset titled “Isla Leones, Argentina” which contains 
data from an oceanographic buoy. This buoy records 
surface temperature, bottom temperature, wind speed.
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^^^^* OOP Dashboard vl.1.2 Dive Statistics Dive Analysis Buoy Data Cluster Analysis Census Statistics Linked Data More
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Computers

4 ANIF 2008-01-16 2008-09-19 SATELITAL 78686 Wildlife SPL
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Fig. 1. Main screen of ODP-DASHBOARD featuring a view of diving data reports and censuses.
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Machine readable version (RDF)
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a prv:DataItem , foaf¡Document ;

Property 
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rdfs: I a bel 
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is de:references of 
is de:references of

Value
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SES ID-ANIC
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<https://linkeddata.cenpat-coniceLgob ar/resource/paper/lD-269>
< https //links ddata .cenpat-con ice t. g o b a r/resource/pa per/l D-270>

<hltp://vocab nerc ac.uk/collection/S10/currenl/S102/>
sosa: Platform

de:date “2022-B8-24T11:56:24.4742"""xid:dateline ;
prv:containedBy <https://linkeddata.cenpat-conicet.gob.ar/dataset> j
void:inDataset Chttps://linkeddata.cenpat-conicet,gob.gr/dataset> ;
foaf:primaryTopic Chttps://linkeddata.cenpat-conicet.gob.ar/resource/platform/ANIO .

<https: //linkeddata, cenpat-conicet.gob.ar/resource/platforni/ANIC>
a sosa:Platform ;
rdfs:comment "Southern Elephant Seal (SES) identified with id ANIC"@en ;
rdfs:isDefinedBy Chttps://linkeddata.cenpat-conicet.gob.ar/data/platform/ANIO ; 
rdfs: label "SES ID-ANIC" ;

The server is configured to display oniy a limited number of values (limit per property bridge: 50)

dwciri: sex <http://vocab.nerc.ac . uk/collectlon/Siy/current/SlM^ ;
sosa:hosts <https://liokeddata.cenpat-conicet.gob,ar/resource/sensor/SATELITAL/id-78688> 
foaf:page <https://linkeddata.cenpat-conicet.gob,ar/page/platform/ANIC> .

Metadata
:h tips: //lin k e d da la cenpat-co n I cetgob.ar/data /pl atlornVAN IC;

dc:dale 2022-08-24T11.53:22.4612
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prv contained By <h tips: Winked da la. cenpat-conicet gob.ar/dataset>

void: in Data sei

rdf type 

rdf: type

<h tips: Minkedda la. cen pal-con icel. gob .a r/dala sel> 

prv Data Item

foaf: Document

Fig. 2. ODP-DASHBOARD allows viewing the RDF version of the most important concepts; in this case, the 
information of the subject encoded as ANIC can be accessed in HTML version (dereferenced version) and RDF 
version (machine-readable version).

and wave height via its sensors. The dataset is avail­
able at the following link1.

1https://aqualink.org/sites/1136

As illustrated in Figure 9, we mapped properties 
and sensor metadata to classes and properties of the 
SSN/SOSA ontology [11], including the following:

• sosa: Platform: Represents a physical or vir-

tual entity that carries one or more sensors and 
can act as a host for observing and measuring the 
environment.

• sosa: Sensor: Represents a physical device that 
can measure, observe, or estimate properties of 
the environment.

• sosa:FeatureOfInterest: Represents the en-
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Fig. 3. ’Dive Analysis’ screen overview.

Fig. 4. Users can select a date range on the left side of the ’Buoy Data’ tab. The displayed data comprise surface 
temperature, depth temperature, and their average (top chart), wave height (middle chart), and wind speed (bottom 
chart).

tity or phenomenon being observed or measured 
by a sensor. It can be a point or area in space, a 
sample or specimen, or an event or process.

• sosa: Observation: Represents a record of an 
act of observing or measuring a property of a 
feature of interest by a sensor and captures the 
values of one or more observable properties at a 
specific time and place.

• sosa: Result: Represents the value or values of 
an observable property resulting from an obser­
vation.

• sosa:ObservableProperty: Represents a 
property or phenomenon that can be observed

or measured by a sensor. It can be a physical, 
chemical, biological, or environmental property, 
among others.

Temporal entities were modeled using the W3C 
Time Ontology [33], while spatial entities were repres­
ented using the GeoSPARQL ontology [34]. Units of 
measurement were incorporated through the Quantit­
ies, Units, Dimensions, and Types (QUDT) ontology 
[35], '

In the ontology-based testing approach, competency 
questions (CQs) serve as user-oriented interrogatives 
for exploring the ontology, implemented as SPARQL 
queries. SPARQL was chosen for its ability to query 
RDF schema and OWL models to filter individuals
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Fig. 5. ’’Cluster Analysis” module.

ODP Dashboard vl.1.2 Dive Statistics Dive Analysis Buoy Data Cluster Analysis Census Statistics Linked Data More Í -s

Census by year and ODP category

Census by year and ODP category

1990 1995 2000 2005 2010 2015

Fig. 6. Census statistics of the different ODPs.

based on specific characteristics. Following interviews 
with domain experts, key objectives of the ontology 
model were established.
CQ01: What samples/species are collected by a 
particular agent?
CQ02: How many occurrences of a certain species are 
there?
CQ03: How many males of a species are in the 
dataset?
CQ04: Which specimens were collected on a specific 
date?
CQ05: What is the taxonomic classification of the 
collected object?
CQ06: Where are the mammals spatially located in 
the dataset?
CQ07: Which locations are associated with a certain

species?
CQ08: What is the specific nature of the collected 
object?
CQ09: Which country does an occurrence belong to?
CQ10: Which marine region does a geographic 
coordinate belong to?
CQ11: What occurrences exist within a bounding 
box?
CQ12: Which species coexist in a certain marine 
region?
CQ13: Which institutions work with a certain species 
in Argentina?

This competency-based questioning approach has 
the following advantages: (i) rich semantic expressive­
ness, which cannot be achieved using only the graph-
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Fig. 7. ’’Linked Data” tab displaying information, in this case, related to the species ’’Mirounga leonina”.

Fig. 8. Tab of the module that records the scientific production on southern elephant seals by GEMMA researchers. 
It includes a table with publications and search options.

ical model, (ii) evaluation of the reliability of the pro­
posed model, and (iii) identification of inconsistencies. 
For each specific question, we developed a set of test 
cases, implementing the questions as SPARQL quer­
ies. Table 1 includes some of the developed test cases. 
Finally, after executing a test case, we compare the 
returned results with the expected results to determ­
ine its success. If the results match, the data model 
passes the test case. Otherwise, we analyze whether 
the issue lies in the conceptual model, its implement­
ation, or even in the formulation/implementation of 
the competency questions. Test cases were executed 
using GraphDB2. Figure 10 demonstrates an example 
of test case T002 execution. As shown, the test case

2https://graphdb.ontotext.com/

passed upon contrasting the actual result with the ex­
pected result. Overall, all test cases were successful, 
but minor issues were detected, mostly related to our 
model’s implementation and some to the test cases 
themselves. Upon issue detection, necessary changes 
were made, and the test cases were re-executed. For 
instance, in test case T013, searching for the species 
Otaria Jiavescens in Argentina, the country code ARG 
was mistakenly inputted instead of the full country 
name, resulting in no results. To resolve this, con­
sensus was reached to establish rules for country and 
species names. After adjustments, the test case was 
re-executed, yielding the expected results.
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Aqualink buoy Isla Leones, Argentina ^
Source: http://example.org/platform/spotter- buoy

subject predicate object context all

subject 5 predicate • object

1 http://example.org/platform/spotter-buoy rdftype sosa:Platform

7 http://example.org/platform/spotter-buoy rdfs:comment Buoy Isla Leones, Argentina, Managed by the National Parks Administration (see https://aqualink.org/sites/1139)

3 http://example.org/platform/spotter-buoy rdfslabel Aqualink buoy Isla Leones. Argentina

4 http://example.org/platform/spotter-buoy rdfs:seeAlso https://aqualink.org/sites/1136

5 http://example.org/platform/spotter-buoy sosa:hosts http://example.org/sensor/bottom-temperatue/sensor-idl

ó http://example.org/platform/spotter-buoy sosa:hosts http://example.org/sensor/significant-wave-height/sensor-id1

7 http://example.org/platform/spotter-buoy sosa:hosts http://example.org/sensor/surf-temperature/sensor-idl

fl http://example.org/platform/spotter-buoy sosa:hosts http://example.org/sensor/wind-speed/sensor-id1

Fig. 9. Example showcasing how a record from a CSV file extracted from AquaLink is instantiated.

Table 1: Test cases developed

Case CQ Input Expected result
T001 CQ01 Lewis, Mirtha Otaria flavescens Shaw, 1800
T002 CQ02 Otaria flavescens 4418
T004 CQ04 28/01/1994 Otaria flavescens Shaw, 1800
T006 CQ06 Mammalia 8108 positions
T009 CQ09 Argentina 204761 occurrences

T013 CQ013 Otaria flavescens, Argentina

’’CENPAT-CONICET” @ en 
ANS.INST.PAT@en 
FPN-WCS@en 
CENPAT-FPN@en
UNIV. AUSTRAL CHILE @en

GraphDB
SPARQL Query & Update a

bigeonto-CQ02

|-M] Monitor

PREFIX foaf: <ht'
PREFIX bigeonto:

SELECT (COUNT(?s)as ?count) 
WHERE {

FILTER regex(STR(?specie).

Table Raw Response Pivot Table Google Chart

Fig. 10. Execution in GraphDB of test case T02.

5 Conclusions

The amount of data on the Web has increased enorm­
ously in the last two decades, specifically in the field 
of marine sciences. This amount of information makes 
it necessary to include semantics so that it can be pro­
cessed by machines. Linked Data technology emerged

in 2008 and can be defined as a set of best practices for 
sharing, exposing, and connecting information, data, 
and knowledge using RDF and OWL standards. This 
technology, supported by the W3C community, has 
been applied to various categories of data, such as 
Government, Publications, Social Web, Cross-domain, 
Geographic, Media, User-generated, and Life Sciences. 
As explained by [36], there are various problems in the 
integrated management of information in the field of 
life sciences, particularly in Marine Biodiversity and 
Oceanography. In this regard, only a few efforts have 
been presented and analyzed, but none of them cov­
ers all the requirements defined at the beginning. For 
this reason, in this paper, we present the development 
of a system oriented towards scientific visualization 
to manage information associated with Marine Biod­
iversity and Oceanography, using standards such as 
RDF, SOSA, and GeoSPARQL.

Based on these contributions, the initial steps were 
taken in creating an oceanographic dataset from the 
Aqualink initiative [37], where entities such as sci­
entific publications, people, places, specimens, envir­
onmental variables, and institutions form part of a 
single shared knowledge space. In this article, we de­
scribe the modeling and publication process and the
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current and future uses of the dataset.
The evaluation of ODP-DASHBOARD shows that 

it meets the initial purpose of this paper: to visu­
ally and integrally manage Marine Biodiversity and 
Oceanography information, allowing us to answer the 
scientific questions that motivated our proposal. As 
shown in section 2.2, the main distinguishing feature 
of ODP-DASHBOARD compared to other systems is 
that, to our knowledge, it is the first attempt to cover 
aspects that are common in different areas of mar­
ine sciences. For example, ODP-DASHBOARD uses 
GeoSPARQL to include a standard way of providing 
spatial reasoning, such as topological relationships or 
overlaps between spatial entities. Regarding the evalu­
ation of the ODP-DASHBOARD dataset, we provide 
a SPARQL access point so that other applications can 
consume and reuse our information. We present a set 
of user-defined SPARQL queries to demonstrate how 
we can manage marine science information.
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