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t. Intrusion Dete
tion Systems (IDS) have been the key in thenetwork manager daily �ght against 
ontinuous atta
ks. However, withthe Internet growth, network se
urity issues have be
ome more di�
ultto handle. Jointly, Ma
hine Learning (ML) te
hniques for tra�
 
lassi�-
ation have been su

essful in terms of performan
e 
lassi�
ation. Unfor-tunately, most of these te
hniques are extremely CPU time 
onsuming,making the whole approa
h unsuitable for real tra�
 situations.In this work, a des
ription of a simple software ar
hite
ture for ML basedis presented together with the �rst steps towards improving algorithmse�
ien
y in some of the proposed modules. A set of experiments on the1998 DARPA dataset are 
ondu
ted in order to evaluate two attributesele
tion algorithms 
onsidering not only 
lassi�
ation performan
e butalso the required CPU time. Preliminary results show that 
omputa-tional e�ort 
an be redu
ed by 50% maintaining similar a

ura
y levels,progressing towards a real world implementation of an ML based IDS.1 Introdu
tionThe problem of network se
urity has be
ome more relevant in the past years.In the beginning of Internet, proto
ols supporting it worked well. With the fastgrowth of the Internet, more and more atta
ks against data 
on�dentiality, au-thenti
ity and availability were performed using underlying vulnerabilities inproto
ols su
h as ARP, TCP, TELNET, SMTP and FTP. Although most ofthese faults have been �xed, new ways of atta
king networks are dis
overedeveryday.Therefore, network managers in 
harge of preventing atta
ks are in a 
ontinu-ously 
hanging environment. Intrusion Dete
tion Systems (IDS) are a remarkabletool to aid in this task. There are two main approa
hes to IDS [1℄. The �rst oneis misuse dete
tion IDS, whi
h works by representing atta
ks in a signature orpattern, and based on this pattern dete
ts atta
ks by using a large set of rulesthat des
ribe every known atta
k. Its main disadvantage is the fa
t that it isvery di�
ult to dete
t unknown atta
ks. The se
ond approa
h is 
alled anomalydete
tion IDS whi
h builds an statisti
al model to des
ribe normal tra�
 and
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any deviation from this normal tra�
 is 
onsidered an anomaly and 
lassi�edas an atta
k. This approa
h is 
apable of dete
ting unknown atta
ks but dueto the di�
ulty in 
lassifying normal tra�
, many times this is followed by animportant false positive rate.Although the mentioned approa
hes are 
ommonly used in real world IDStheir disadvantages are an issue to improve. To open a new perspe
tive in theimplementation of an IDS, Ma
hine Learning (ML) algorithms have been usedand have proved to a
hieve good a

ura
y results when 
lassifying atta
ks overnetwork tra�
 [2℄. Many of these te
hniques, however, imply a great use of CPUtime in their pro
ess, something that may not be suitable for a real networkenvironment.Before 
lassifying tra�
, it is ne
essary to presele
t a number of the attributespresent in the instan
es of network tra�
. The set of instan
es together with thesele
ted attributes will form what is known in ML as a dataset. This presele
tionstage is very important. In this 
ase, it is the starting point to su

eeding in the
lassi�
ation of further instan
es as atta
ks or normal tra�
. A good way ofde
iding whi
h attributes to 
onsider is to use others experien
e under this �eld[3℄. Among these attributes sour
e IP addresses, proto
ol type, 
onne
tions �agsor port numbers 
an be found.As mentioned in the previous paragraph, the 
orre
t attributes sele
tion isthe key for obtaining high values in 
lassi�
ation. Although, it is important tonoti
e that the more attributes used, the more CPU time and loss of e�
ien
y inthe implementation. For this reason, the sele
tion of a small group of attributesthat o�er enough information for atta
k dete
tion is a fundamental issue in thedevelopment of e�
ient IDS.The aim of this work is to 
arry out a study of the minimum required at-tributes to e�
iently implement a ML based IDS by de
reasing CPU time butnot the algorithms' a

ura
y in 
lassi�
ation of network tra�
. To do so, Con-sisten
y Based (CON)[4℄ and Correlation Feature Sele
tion (CFS)[5℄ , two ofthe most frequently used attribute sele
tion algorithms have been applied to theoriginal set of attributes present in the datasets and then, ran over some of themost representative 
lassi�
ation algorithms to 
ompare its results before andafter the sele
tion of attributes. Evaluation is 
arried out using tra�
 instan
esextra
ted from the 1998 DARPA dataset [6℄, widely used by IDS resear
herssin
e it was introdu
ed in the 
ontext of 1999 KDD Cup.The rest of this paper is organized as follows. Se
tion 2 provides a des
riptionof the modules involved in the development of IDS based on ML with spe
ialfo
us on the attributes sele
tion pro
ess. A deep evaluation of representativeML algorithms and their attributes sele
tion needs are presented in se
tion 3.Finally, in se
tion 4 
on
luding remarks and future work are 
ommented.2 Ma
hine Learning Based IDSWhen 
onsidering the study of an IDS based on Ma
hine Learning te
hniques,an overview from a software ar
hite
tural point of view seems ne
essary. Spe-
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ial emphasis is put on modules responsible for handling the network data andputting those modules relevant for 
lassi�
ation aside.2.1 Components of a ML based IDS Ar
hite
tureA simple ar
hite
ture for an IDS based on ML te
hniques 
an be organized infour modules[7℄.The �rst module has the responsibility for the tra�
 
apture pro
ess. TheTra�
 Capture Module intends to a
quire all the data available on the wire in rawmode. Then the Prepro
essing Module has the responsibility to sele
t, extra
tand rearrange the data in a way needed by the algorithms on the ML module.The Learning Module uses the information from the Prepro
ess Module to builda model whi
h, in turn, will be used for 
lassifying new tra�
 instan
es. Finally,the Evaluation Module uses the model obtained from the Learning Module to
lassify new tra�
 instan
es.During the last years, a 
onsiderable number of ML algorithms have beenproposed for being implemented inside the Learning Module. In that sense, Al-gorithms su
h as K-nearest neighbor (k-NN)[8℄, Naive Bayes (NB), Neural net-works [9℄ and de
ision trees[10℄, just to mention a few, have exhibited high atta
k
lassi�
ation performan
e and seem to be ready for pra
ti
al uses.Despite the algorithm implemented, the Learning Module requires a numberof values that measure di�erent aspe
ts of a tra�
 instan
e. These values areusually referred as attributes in the ML 
ontext.One possibility 
onsists of using as attributes all the data in raw mode a
-quired from the Tra�
 Capture Module. However, the appli
ation of ML algo-rithms on su
h data would require 
onsiderable 
omputational e�ort and 
ouldturn the whole ML approa
h infeasible. More appropriate is the idea of usingonly a 
arefully sele
ted set of attributes whi
h 
an be representative enough forapplying ML algorithms with less 
omputing e�ort and maintaining a reason-ably good performan
e. As mentioned in previous paragraphs this sele
tion isperformed by the Prepro
essing Module.2.2 Network Tra�
 AttributesOn the Prepro
essing Module the set of sele
ted attributes for des
ribing thetra�
 data 
onsists of a number of �elds available from a network tra�
 in-stan
e as well as other high level attributes obtained after some network pa
ketprepro
essing.Table 1 shows a total of �fteen �elds related to a TCP 
onne
tion 
ommonlyused as attributes by previous works on network intrusion dete
tion [11,12℄. Inthis 
ase only proto
ol, t
p.sr
port, t
p.dstport, ip.sr
 and ip.dst are easily ob-tained from an individual TCP 
onne
tion. Remaining ones are higher levelattributes whi
h provide information related to 
onne
tion time and data trans-ferred.
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Table 1: Basi
 attributes of individual tra�
 
onne
tions.Attribute Name Des
ription
onne
tion.time Time of the 
onne
tion in hours,minutes and se
ondsproto
ol Type of proto
ol, e.g ssh,http,ftpt
p.sr
port TCP sour
e portt
p.dstport TCP destination portip.sr
 IP sour
e addressip.dst IP destination addresst
p.len Number of bytes transferrednum.pkts.sr
.dst Number of pa
kets from sr
 IP todst IPnum.pkts.dst.sr
 Number of pa
kets from dst IP tosr
 IPnum.a
k.sr
.dst Number of pa
ket with ACK �aga
tive from sr
 to dstnum.a
k.dst.sr
 Number of pa
ket with ACK �aga
tive from sr
 to dstnum.syn.sr
.dst Number of pa
ket with SYN �aga
tive from sr
 to dstnum.syn.dst.sr
 Number of pa
ket with SYN �aga
tive from dst to sr
num.bytes.sr
.dst Number of bytes from sr
 to dstnum.bytes.dst.sr
 Number of bytes from dst to sr
Attributes involving many 
onne
tions are shown in Table 2. These high levelattributes show information involving the number of 
onne
tions 
omputed usinga �ve-se
ond time window as well as information about the last 20 
onne
tions.Note that the 32 attributes shown in Table 1 and Table 2 are far from beinga 
omplete attribute list, but they have been 
onsidered useful in other works inthe IDS �eld.2.3 Attributes Sele
tionFor many ML algorithms the use of a large set of attributes like the ones men-tioned in Subse
tion 2.2 
an lead to high 
lassi�
ation performan
e results. How-ever, in some 
ases, the good performan
e is observed only at the expense of a
onsiderable 
omputing e�ort, whi
h 
ould lead to the unviability of the ML ap-proa
h. Therefore, it seems that sele
ting the minimal set of attributes requiredby the Learning Module 
ould be the �rst step on the development pro
ess ofan IDS based on ML.Consisten
y Based (CON)[4℄ and Correlation Feature Sele
tion (CFS)[5℄ aretwo of the most frequently used algorithms for attribute sele
tion. The �nalidea behind these algorithms is �nding an appropriate subset of attributes whilemaintaining a high 
lassi�
ation rate.In this work both attribute sele
tion algorithms are evaluated in order to geta redu
ed subset of the original 32 attributes shown in Subse
tion 2.2. Evaluationshould be 
ondu
ted observing not only 
lassi�
ation rate but also CPU timerequired for building the model and the time required for evaluating new tra�
instan
es.
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Table 2: High level attributes involving many 
onne
tions.Attribute Name Des
riptionInformation about the 
onne
tions in the last �ve se
onds
ount.time.sr
. Number of 
onne
tions from thesame address as the 
urrent
onne
tion sour
e address
ount.time.dst Number of 
onne
tions to thesame IP address as the 
urrent
onne
tion destination IP address
ount.time.srv.sr
 Number of 
onne
tions from thesame servi
e as the 
urrent
onne
tion
ount.time.srv.dst Number of 
onne
tions to the sameservi
e as the 
urrent 
onne
tionInformation about the last 20 
onne
tions
ount.sr
 Number of 
onne
tions from thesame address as the 
urrent
onne
tion sour
e address
ount.dst Number of 
onne
tions from to thesame address as the 
urrent
onne
tion destination address
ount.srv.sr
 Number of 
onne
tions from thesame servi
e as the 
urrent
onne
tion
ount.srv.dst Number of 
onne
tions to the sameservi
e as the 
urrent 
onne
tion3 ExperimentsThe experiments of this se
tion fo
us on 
omparing a set of representative MLalgorithms in terms of 
lassi�
ation performan
e and CPU time required whendatasets have been �ltered using di�erent Attribute Sele
tion algorithms.The ML algorithms 
hosen are examples of four of the major algorithm fam-ilies present in WEKA software[13℄ , widely used in the ML 
ommunity. As anexample of the de
ision trees, J48 is proposed, Naive Bayes (NB) as part ofthe statisti
s based, IBk1 as an example of the instan
e based, and MultilayerPer
eptron (MLP) as an example of the neural networks.Experiments are 
arried out on an Intel Core 2 Duo E8400 with 4GB DDR2RAM memory running WEKA version 3.6.1 over Debian Lenny 5.0 GNU/Linux.3.1 Performan
e Metri
s for IDS evaluationA

ura
y, a 
ommonly used metri
 in the ML �eld, is used for evaluating theperforman
e 
lassi�
ation. On the other hand, CPU time is evaluated 
onsideringboth model build time and test time.A

ura
y is 
omputed as the ratio between the number of 
orre
tly 
lassi�edtra�
 instan
es and the total number of tra�
 instan
es.Model build time refersto the CPU time the ML algorithm needs for building the model while test timerefers to the time required by the algorithm for 
lassifying new instan
es.
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3.2 Dataset des
riptionEvaluation is performed using an extra
t of �ve weeks from the 1998 DARPAdataset. The atta
k instan
es are distributed di�erently among 9 datasets. Vary-ing from a dataset with 10% of instan
es labeled as atta
ks and 90% as normaltra�
, to one with 90% of atta
ks and 10% of normal tra�
. Ea
h dataset 
on-sists of 11639 instan
es of network tra�
. A set of 32 attributes are sele
ted asmentioned in Subse
tion 2.2.It is important to note that Cross folding validation, with 10 folds per dataset,is used to perform the experiments[13℄.3.3 Evaluation of the 
omplete attribute setFigure 1 shows average 
lassi�
ation a

ura
y for the nine datasets when the
omplete attribute set is used. All algorithms show near optimal a

ura
y overthe di�erent atta
k distributions. NB algorithm is the one showing lowest a
-
ura
y of the sele
ted four. Although, the value shown is 99,11%, whi
h 
an be
onsidered extremely good.
 99

 99.2

 99.4

 99.6

 99.8

 100

ibk j48 nb mp

%

AlgorithmsFig. 1: Average 
lassi�
ation a

ura
y using the 
omplete attribute setFigures 2(a) and 2(b) show average time needed for building the model. Dueto the fa
t that MLP exhibits an important di�eren
e in y-axis magnitude, itsresults are deta
hed and shown in Figure 2(b).Timing di�eren
e exists between the di�erent algorithms, espe
ially forMLPwhi
h takes approximately 80 times more , when 
ompared to the next slowestone J48.Test time 
an be observed in Figure 2(
) and 2(d). AsIBk1 takes as least62 times more to test instan
es against its model than the rest, it is shownseparately in Figure 2(d).3.4 Evaluation of the CON and CFS Sele
ted Attribute SetAs shown by Figure 3(a), in most 
ases, datasets with an attribute set redu
edby CON or CFS algorithms, take half the model build time, 
ompared to the
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Algorithms(d) Model test time for IBk1Fig. 2: Model Build time and Test time using the 
omplete attribute setdataset using a 
omplete set. One Ex
eption isMLP, shown in Figure 3(b) whi
htakes at the most, a fourth of the time when the attributes have been redu
edusing CON or CFS and due to a di�eren
e of s
ale in the y-axis magnitude, isshown separately.Figure 3(
) shows the average time in se
onds for the algorithms to testdatasets with a redu
ed attribute set. The relation is that a redu
ed attribute settakes approximately half the time to be tested than the 
omplete one. Also, IBk1algorithm takes an ex
essive amount of time for testing, making it impossible tobe shown in Figure 3(
) and shown in Figure 3(d).Figure 4, shows the average 
lassi�
ation a

ura
y for ea
h algorithm usingthe 
omplete attributes set and 
ompares it with the attributes sets obtainedby CFS and CON. Only NB and MLP show an appre
iable di�eren
e in a

u-ra
y when the 
omplete attribute set is used 
ompared with the attributes setobtained by CON and CFS in the algorithm. Nevertheless, CFS shows betterresults than CON for NB and MLP algorithm.
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(d) Model test time for IBk1Fig. 3: Model Build and Test time for the 
omplete and the sele
ted attributes setobtained by CON and CFS algorithms4 Con
lusions and Future WorkClassi�
ation a

ura
y exhibited on di�erent atta
k distribution datasets 
on-�rms that ML based IDS are a viable solution for dealing with network se
urityproblems. However, the 
omputational e�ort required, in some 
ases, seems ex-
essive for a real world implementation.Attribute sele
tion appears to be a useful tool in the pro
ess of lessening theseCPU usage time without a meaningful redu
tion of the 
lassi�
ation a

ura
y.In many 
ases, using the attribute sele
tion algorithms, a redu
tion of 50% inbuild and test time 
an be a
hieved, over di�erent atta
k distribution datasets.Among the di�erent experiments the use of J48 and NB algorithms o�er thebest overall results. Even though, both algorithms have shown good a

ura
ylevels, when the sele
ted attribute set has been used, J48 has exhibited ana

ura
y around 99% in all the experiments and has shown build and test timesuitable for an IDS implementation.Finally, It is important to mention that the obtained a

ura
y levels mightbe biased by the fa
t the 1998 DARPA dataset is old and outdated. Therefore,experiments should be 
ondu
ted in a real network environment.
CACIC 2010 - XVI CONGRESO ARGENTINO DE CIENCIAS DE LA COMPUTACIÓN                                                 859



 97

 97.5

 98

 98.5

 99

 99.5

 100

ibk j48 nb mp

%
Algorithms

cfs
con

complete

Fig. 4: Average 
lassi�
ation a

ura
y for the 
omplete and the sele
ted attributesobtained set by CON and CFS algorithms5 A
knowledgmentsThe authors would like to thank the �nan
ial support re
eived by the proje
tsPAE-PICT 2312 granted by ANPCyT and 06/M010 granted by UNCuyo.Referen
es1. Mukherjee, B., Heberline, L.T., Levitt, K.: Network instru
tion dete
tion. IEEENetwork 8 (1994) 26�412. Tsai, C.F., Hsu, Y.F., Lin, C.Y., Lin, W.Y.: Intrusion dete
tion by ma
hine learn-ing: A review. Expert Systems with Appli
ations 36(10) (2009) 11994 � 120003. Dimitris, G., Ioannis, T., Evangelos, D.: Feature sele
tion for robust dete
tionof distributed denial-of-servi
e atta
ks using geneti
 algorithms. In: Methods andAppli
ations of Arti�
ial Intelligen
e. Volume 3025/2004. (2004) 276�2814. Dash, M., Liu, H.: Consisten
y-based sear
h in feature sele
tion. Arti�
ial Intelli-gen
e 151(1-2) (2003) 155 � 1765. Hall, M.A.: Correlation-based Feature Subset Sele
tion for Ma
hine Learning. PhDthesis, Department of Computer S
ien
e, University of Waikato, Hamilton, NewZealand (April 1999)6. Lippmann, R., Fried, D., Graf, I., Haines, J., Kendall, K., M
Clung, D., Weber,D., Webster, S., Wys
hogrod, D., Cunningham, R., Zissman, M.: Evaluating in-trusion dete
tion systems: the 1998 darpa o�-line intrusion dete
tion evaluation.In: DARPA Information Survivability Conferen
e and Exposition, 2000. DISCEX'00. Pro
eedings. Volume 2. (2000) 12 �26 vol.27. Catania, C.: Clasi�
a
ion de patrones de tra�
o de redes utilizando herramientasde 
omputa
ion evolutiva en entornos de 
omputa
ion distribuida. Master's thesis,Fa
ultad de Ingenieria, Universidad de Mendoza, Mendoza, Argentina (November2007)8. Eskin, E., Arnold, A., Prerau, M., Portnoy, L., Stolfo, S.: A geometri
 frameworkfor unsupervised anomaly dete
tion: Dete
ting intrusions in unlabeled data. In:Appli
ations of Data Mining in Computer Se
urity, Kluwer (2002)9. Ryan, J., jang Lin, M., Miikkulainen, R.: Intrusion dete
tion with neural networks.In: ADVANCES IN NEURAL INFORMATION PROCESSING SYSTEMS, MITPress (1998) 943�949
CACIC 2010 - XVI CONGRESO ARGENTINO DE CIENCIAS DE LA COMPUTACIÓN                                                 860



10. song Pan, Z., 
an Chen, S., bao Hu, G., qiang Zhang, D.: Hybrid neural network adn
4.5 for misuse dete
tion. In: Pro
eedings of the Se
ond International Conferen
eon Ma
hine Learning and Cyberneti
s. (2005)11. Lee, W., Stolfo, S.J.: Data mining approa
hes for intrusion dete
tion. In: Pro
eed-ings of the 7th USENIX Se
urity Symposium. (1998)12. Catania, C., Gar
ía Garino, C.: Re
ono
imiento de patrones en el trá�
o de redbasado en algoritmos genéti
os. Inteligen
ia Arti�
ial, Revista Iberoameri
ana deIA 12(37) (2008) 65�7513. Witten, I., Frank, E.: Data Mining, Pra
ti
al Ma
hine Learning Tools and Te
h-niques. 2nd edn. Morgan Kaufmann (2005)

CACIC 2010 - XVI CONGRESO ARGENTINO DE CIENCIAS DE LA COMPUTACIÓN                                                 861


