Integrating Federated Information Sources through the use of Ontologies
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Abstract. Ontologies serve as a mean to establish a conceptually concise basis for communicating knowledge for many purposes. Within the information integration area, ontologies are useful to solve heterogeneity problems. They provide a set of knowledge terms, including the vocabulary, the semantic interconnections and some simple rules of inference and logic. In this paper we present a helpful method to integrate a new data source into a federated system taking advance of the use of ontologies.
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1. Introduction

Several aspects must be taken into account when working with Federated Systems because the main characteristics of these systems make difficult the integration tasks. For example, the autonomy of the information sources, their geographical distribution and the heterogeneity among them, are some of the main problems we must face to perform the integration [12]. Particularly, the semantic heterogeneity has been one of the most researched aspects in the last years. Works like [9,14] are aimed to fill the semantic gap among the information sources. To do so, several works use the semantic information the ontologies provide.

We are currently working on some of these aspects in order to facilitate the integration task. In recent works [4,5,6,7] we have proposed an architecture and a method to solve heterogeneity problems [18] among a fixed set of data sources. To do so, in this work we assume the integrated system has been created by following a series of rules defined in [5].

Figure 1 shows a part of the architecture of our integrated system based on a hybrid ontology approach [19]. As we can see, the architecture is composed of a global ontology or shared vocabulary containing the generic concepts that will be used to query the system. Users use the vocabulary to query and get answers to the system. Another component is the Ontology Mapping (OM) component which deals with the information flow between the source ontologies and the shared vocabulary. This component contains a set of mappings relating concepts in the sources ontologies with concepts in the shared vocabulary. Once the user chooses the concepts from the shared vocabulary and makes the query, the system uses the OM component to know which concepts are related with. Thereby, through the sources ontologies, the system gets access to the information sources to produce the data. There is only one source ontology for each information source.

This paper is organized as follows. Section 2 discusses our method to add a new information source in the federated system. By a series of stages we will explain the needed tasks in order to achieve a consistent integration. The method modifies and adds information to the three
components of the architecture in order to store the information the new sources provide. Conclusions are shown in Section 3.
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**Figure 1. A part of our integration system**

## 2. A Data Integration Process

The construction of a federated system is not a straightforward task, so we propose a guide in order to do this activity more consistent and correct. Nowadays, many enterprises have their data stored on relational databases and therefore we assume the data sources are relational database systems. When a new database enters to the integrated system, a series of tasks must be followed. There are two main stages involved in this process – *building the source ontology* and *building the mappings between the source ontology and the shared vocabulary*. In order to achieve these two stages a set of steps should be performed. We briefly explain each of them in order to clarify the process.

The first stage, *building the source ontology*, contains two main steps: *generating the initial ontology* and *adding semantics*.

The first step stage takes as input a relational model [8] and automatically generates an initial ontology. In order to build the initial ontology, we use the information provided by the Data Definition Language code (SQL/DDL) because it is always provided by the database. It is very common the documentation about the domain represented by the databases is not available. But the relational databases have a mechanism to extract the relational tables stored physically. Therefore, we assume the DDL-code is the available information about the domain which can be used to create the initial ontology. By a series of rules we transform this code in an ontology. This ontology is represented by the Web Ontology Language (OWL) [17,1]. We have chosen OWL due to its widespread use in the Semantic Web [3]. Besides, OWL allows us to formalize a domain by defining classes and properties of those classes, to define individuals asserting properties about them, and to reason about these classes and individuals to the degree permitted by the formal semantics of the OWL language. OWL can be (partially) mapped onto a description logic [2] making possible the use of existing reasoning tools such as FACT [13] and RACER [11].

The second step, *adding semantics*, allows the expert (for example, using an ontology editor as Protégé [10] with the OWL plug-in) to add restrictions, classes and/or properties to the initial ontology. Knowing the domain of the information source and understanding the structures, the user is able to provide more semantics to the ontology. This step is performed by assisting expert users.
The second stage, building the mappings between the source ontology and the shared vocabulary, contains three main steps: searching for similarities, adding mapping into the OM and adding the new information to the shared vocabulary.

The first step, search for similarities, implies searching for similarities between the concepts. In previous works [4,5] we have shown the use of two similarity functions proposed in [15,16] in order to find similarities among the classes and properties. The system will use the similarity function in order to propose to the user the possible comparison among classes and properties. That is, the system guides the user to perform this step. So, the following process is performed: (1) the expert user chooses one class or property of the source ontology and one class or property of the shared vocabulary in order to indicate the similarity between them to the system; (2) then, taking into account this first similarity, using the similarity functions and following the related classes, the system proposes other similarities to the user. This process can be repeated several times until all the classes and properties are compared. So, the expert user will make the last decision.

The following two steps, adding mappings into the OM and adding the new information to the shared vocabulary are automatic steps, that is, we will create a system that implements these steps without user intervention. The former step is achieved by using the similarities found in the last stage. The OWL ontology mapping constructors will be used to store the mappings in the OM component. The latter step, adding the new information into the shared vocabulary, consists of adding the information the shared vocabulary does not contain but it is provided by the source ontology. Thus, the shared vocabulary will make available all the information the sources ontologies offer.

3. Conclusions

We have proposed a method to integrate information sources. Our method takes the advantages of the ontologies in order to solve heterogeneity problems. Both stages of our method have a different level of complexity and must be analyzed separately. We are working on the construction of several automated and not automated tools in order to accelerate this process. Each step of our method is accompanied by one of these tools. At the moment we are developing tools for the first step, however several works related with the second stage are already under development.
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