Coupling REPMAC with FDA to solve highly imbalanced classification problems
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Abstract

In many critical real world classification problems one of the classes has much less samples than the others (class imbalance). In a previous work we introduced the REPMAC algorithm to solve imbalanced problems. Using a clustering method, REPMAC recursively splits the majority class in several subsets, creating a decision tree, until the resulting sub-problems are balanced or easy to solve. In this work we evaluate the use of three different classifiers coupled with REPMAC. We compare the performance of those methods using 7 datasets from the UCI repository spanning a wide range of number of features and imbalance degree. We find that the good performance of REPMAC is almost independent of the classifier coupled to it, which suggest that its success is mostly related to the use of an appropriate strategy to cope with imbalanced problems.

1 Introduction

In many real world classification problems one of the classes is represented by a much lower number of instances than the other classes, usually know as “class imbalance” problem. This setting is of great importance since it usually corresponds to critical applications, such as fraud and fault detection or medical diagnosis [13, 8]. Typical machine learning methods are basically designed to learn fairly balanced datasets. When dealing with the class imbalance problem, those approaches focus mostly on the majority classes, predicting poorly the minority class examples [20]. This problem has been the subject of an increasing number of publications over the last years. Also, several international workshops were dedicated specifically to the imbalance data problem [1, 12, 16].

In a previous work [2] we introduced the REPMAC (REcursive Partitioning of the MAjority Class) method, a new method to solve the imbalance problem, that combines unsupervised and supervised learning. We adopted a “divide and conquer strategy”, as is usually done to solve multiclass problems using a combination of binary classifiers. Using a clustering algorithm, the method recursively splits the data of the majority class in two, until the resulting datasets are balanced or can be easily discriminated. The result of the process is a decision tree, which drives each example to an appropriate balanced classifier at a given leaf. We showed in that work that REPMAC has potential advantages over other strategies, constructing small trees that are very efficient classifiers.
In that previous series of experiments we chose to use linear SVMs [10] as classifiers. Thatelection introduced potential limitations to the performance of REPMAC. For example, we lost the potential benefits of using non-linear classifiers associated with REPMAC. Also, SVM uses an approximation to estimate class posterior probabilities, which we need to constructROC curves. In this work we evaluate the performance of REPMAC coupled with FlexibleDiscriminant Analysis (FDA) classifiers [14]. As SVMs, FDA can produce diverse discriminantfunctions, from high margin linear classifiers to very flexible discriminants, also giving accurateestimations of posterior class probabilities in all cases.

The rest of the paper is organized as follows. In the next section we review previous works onimbalance datasets. In section 3 we review the REPMAC method in detail and FDA classifiers.Then, in section 4 we evaluate the combination of REPMAC with diverse FDA classifiers onseveral datasets. Finally, in section 5 we discuss the results and future lines of research.

2 Related Work

Several works introduced solutions to the class imbalance problem associated to particular learningmethods. Chawla et al. [9] and Drummond et al. [11] described specific methods for decision tree learning. Zhang et al. [24] addressed the problem using k-nn classifiers, showing also an interesting application involving information extraction from the biomedical literature. A number of papers introduced variants of SVMs [10] appropriate for imbalanced problems, following different strategies [17, 6, 3, 21].

The most used strategy to cope with imbalanced datasets, however, is to equalize the composition of the dataset, either by subsampling the numerous classes or by oversampling the minority one. A clear advantage of those methods is that they can be used with any classifier. The two most simple schemes are random minority oversampling (ROS), where instances of the minority class are randomly duplicated, and random majority undersampling (RUS), where instances of the majority classes are randomly discarded from the dataset. More elaborated (sub or over) sampling methods were also developed. For example, Chawla et al. [8] introduced an intelligent oversampling method called Synthetic Minority Oversampling Technique (SMOTE). SMOTE adds new, artificial minority examples by extrapolating between preexisting minority instances rather than simply duplicating original examples. Batista et al. [3] evaluated 10 different (sub and over) sampling strategies finding that the simple ROS oversampling is usually the best choice. They also introduced the use of the area under the ROC curve (AUC from now) as a more powerful metric to compare strategies in these settings. In a recent work, Van Hulste et al. [19] produced a deep experimental comparison including 35 datasets, several over and under sampling strategies and different classifiers. Again, they found that the simple RUS and ROS strategies are difficult to improve on and that the results of different strategies are classifier-dependent.

Recently, Yen and Lee [22] introduced a new intelligent under-sampling technique based on clustering the majority class and then under-sampling it in a cluster-balanced way. A similar strategy was proposed by Yu et al. [23], who under-sampled the majority class using the prototypes of a Kohonen network, but they limited the application to SVM classifiers. In a recent technical report [7], Y.C. Chang proposed to split the majority class using k-means clustering, in order to obtain a given number of clusters, each one of them with a number of samples similar to the minority class. A linear SVM was then fitted to each balanced problem, and all classifiers were then joined using a logistic regression. Even if the method has potential advantages over ROS (it uses all the information in the dataset, for example), its results are
The REPMAC Method

Inputs:
- $D^+$: The majority class dataset
- $D^-$: The minority class dataset
- $Cl()$: A clustering method
- $DF()$: A decision function (i.e., a classifier)

Function REPMAC($D^+, D^-, Cl, DF$):
1. Apply Cl to $D^+$ to create $D_1^+$ and $D_2^+$
2. For $i = 1$ to $2$:
   IF Stopping Criteria($D_i^+, D^-)$ is met THEN
      Build a classifier $DF(D_i^+, D^-)$
   ELSE
      CALL REPMAC($D_i^+, D^-, Cl, DF$)
   END

Figure 1: The REPMAC algorithm.

usually no better than the simpler ROS.

3 The REPMAC Method

REPMAC is based on a simple idea: To divide the majority class intelligently into several clusters in order to transform the imbalanced problem into a set of balanced problems. In Figure 1 we show a scheme of REPMAC. The method follows the typical classification tree strategy: First, it splits the majority class in two clusters using any appropriate method (k-means clustering [18] in this case). Then it analyzes each of the clusters to check if they meet any of a set of stopping criteria. If they do not, it goes back to the first step (creating thus a recursive process) and applies again the clustering method. When one of the clusters meets the criteria, the method fits a classifier to the resulting dataset (i.e., the cluster plus the minority class). The result of the process is a decision tree, with a clustering solution at each node and a classifier at each leaf.

Once we have the full decision tree, a new example can be classified according to the following procedure: At each level of the tree, starting from the root, the example is assigned to one of the branches, according to the rules of the clustering method (for example, for k-means, looking for the nearest centroid). The procedure is iterated until a leaf is reached, where the example is classified using the discriminant function associated to that leaf.

The selection of an appropriate stopping criteria is one of the keys of the method. The simplest control is to check the degree of imbalance of the resulting sub-problems after the clustering procedure. If we define the Imbalance Level ($IL$) of a potential leaf as the ratio between the number of samples of the majority and the minority class, we can stop the recursive splitting if $IL \leq S_{IL}$, for a given value of $S_{IL}$. Of course, higher values of $S_{IL}$ will produce smaller trees, but also the resulting sub-problems will be more imbalanced.

In our previous work [2] we also introduced a more elaborated stopping criteria based on the Performance Level ($PL$) of each sub-problem. To estimate $PL$ we used an internal cross-validation (CV) procedure. We showed that this criteria produces smaller trees but with some decrease in accuracy. We leave the evaluation of this criteria coupled with FDA methods to a future work.
Table 1: Details of the 7 datasets used in this work. The “p” column shows the number of inputs, ‘n’ the total number of samples and “ratio” the fraction of samples in the minority class.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>p</th>
<th>n</th>
<th>ratio (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>nursery (3)</td>
<td>8</td>
<td>13460</td>
<td>2.53</td>
</tr>
<tr>
<td>letter (A)</td>
<td>16</td>
<td>20000</td>
<td>3.95</td>
</tr>
<tr>
<td>car (3)</td>
<td>6</td>
<td>1728</td>
<td>3.99</td>
</tr>
<tr>
<td>glass (3)</td>
<td>9</td>
<td>214</td>
<td>7.94</td>
</tr>
<tr>
<td>pendigits (5)</td>
<td>16</td>
<td>10792</td>
<td>9.60</td>
</tr>
<tr>
<td>satimage (4)</td>
<td>36</td>
<td>6435</td>
<td>9.73</td>
</tr>
<tr>
<td>optdigits (8)</td>
<td>64</td>
<td>5620</td>
<td>9.86</td>
</tr>
</tbody>
</table>

3.1 Classifiers

In our first study of REPMAC we used a linear SVM [10] to build the different classifiers. In this work we will also use Flexible Discriminant Analysis for that task. FDA was introduced by Hastie et al. [14] as an improved version of classical Fisher’s LDA [15]. LDA is a standard tool for classification and dimension reduction. Roughly, it seeks a linear combination of the features, which maximizes the ratio of its between-class variance to its within-class variance. After that, classes are typically assigned according to Mahalanobis distances to class centroids in this transformed space. FDA is a regularized version of LDA, more appropriate for noisy, high-dimensional situations. The method is based on recasting the LDA problem as a regularized linear regression one, and then to apply any of the many well-known techniques available for this task. We selected here two versions of FDA. First, we use standard Ridge Regression (GenRidge) [15], which has only one free parameter, the ridge constant $\lambda$ that penalizes high values of the fitted variables. $\lambda$ plays a similar role to the $C$ parameter in SVMs, regulating the margin of the solutions. We also use regression splines (MARS) [15] as regression method for FDA. Mars allows FDA to produce efficient non-linear classifiers (equivalent to using kernels with SVMs). In both cases, GenRidge and Mars, the method produces accurate estimations of the class posterior probabilities.

4 Experiments

4.1 Datasets

We used 7 different datasets to perform our experiments, all obtained from the UCI repository [4]. In Table 1 we show their main characteristics. All 7 are multiclass problems, which we converted to highly imbalanced binary problems by selecting a given class as the minority one and combining all other classes to form the majority class. In Table 1 we show between parenthesis the class selected as minority. To have a fair comparison, the selected datasets span a large variety of situations, from small to very large datasets, from imbalance ratios of 1/40 to 1/10 or from 6 to 64 variables.
Figure 2: Error levels (1-AUC) for REPMAC with FDA–GenRidge using different values of $\lambda$. Units are relative to the Plain method (which is set to 100). We include ROS results as reference.

4.2 Experimental setup

In this work we evaluate the performance of REPMAC coupled with different classifiers: linear SVM, FDA–GenRidge and FDA–Mars. We selected for comparison 3 different methods for imbalanced problems: as base (plain) method, we use directly each of the classifiers with the original datasets. We also selected standard ROS (with the right oversampling rate as to balance the dataset) and the REPMAC method. In all cases (when it is not explained otherwise) we optimized free parameters, like $C$ or $\lambda$, using internal cross-validation over the training set.

In all experiments we used a 5-fold Cross-Validation setting, which was repeated 4 times as to average 20 runs of each method. In all cases the same splits in train and test sets were used for all methods and classifiers.

As performance measure we used the AUC, as suggested by Batista et al.[5]. The AUC is appropriate for imbalanced problems, evaluating at the same time the behavior of the methods at different operating points. When we use figures to show the results, we preferred to show an error measure, (1 - AUC), for each method. The difference between error levels are easier to visualize. In all figures we use units relative to the performance of a given base method (i.e., we plotted $100 \times Error(method)/Error(base)$).
Table 2: Area under the ROC curve (AUC) using linear SVM classifiers. The result correspond to the 3 methods under comparison, evaluated over the 7 datasets used in this work.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Plain</th>
<th>ROS</th>
<th>REPMAC</th>
</tr>
</thead>
<tbody>
<tr>
<td>nursery</td>
<td>0.9862</td>
<td>0.9863</td>
<td>0.9955</td>
</tr>
<tr>
<td>letter</td>
<td>0.9809</td>
<td>0.9876</td>
<td>0.9942</td>
</tr>
<tr>
<td>car</td>
<td>0.8923</td>
<td>0.9614</td>
<td>0.9920</td>
</tr>
<tr>
<td>glass</td>
<td>0.6899</td>
<td><strong>0.8748</strong></td>
<td>0.7748</td>
</tr>
<tr>
<td>pendigits</td>
<td>0.9723</td>
<td>0.9769</td>
<td>0.9982</td>
</tr>
<tr>
<td>satimage</td>
<td>0.7137</td>
<td>0.7587</td>
<td><strong>0.9338</strong></td>
</tr>
<tr>
<td>optdigits</td>
<td>0.9827</td>
<td>0.9821</td>
<td><strong>0.9951</strong></td>
</tr>
</tbody>
</table>

4.3 Comparative results

As a first experiment, we evaluated the influence of the regularization of the classifiers over the performance of REPMAC. We used FDA–GenRidge in this case, with three very different values of $\lambda$. Figure 2 show the corresponding results. Only in 2 datasets (glass and car) the results are highly dependent on $\lambda$. It is also interesting that in 6 out of the 7 datasets the best result corresponds to the lowest regularization ($\lambda = 1$). This is probably related to a reduction in the risk of overfitting when discriminating the small sub–problems produced by REPMAC.

We then compared all classifiers and methods. For REPMAC we used in this case a simple stopping rule: $IL \leq 1.15$. In Tables 2, 3 and 4 we show the AUC results for SVM, FDA–GenRidge and FDA–Mars, respectively. In each Table we highlighted the best result for each dataset. The SVM results were taken from our previous work [2]. There are only minor differences among the three tables. In all cases ROS produces only a small improvement over the Plain method, except for the Glass dataset, where it shows the best performance. In 6 out of the 7 evaluations REPMAC showed the best performance for linear SVMs (Table 2). A similar behaviour can be observed for the two new classifiers, which indicates that the good results of REPMAC are almost independent of the classifier being used.

The satimage dataset is an interesting example where there is a big difference between FDA–Mars and the two linear classifiers. This indicates that the problem has a non–linear decision boundary between the classes. For REPMAC, however, the difference is considerably reduced, probably because the method has divided the non–linear boundary into several almost linear pieces.

In Figure 3 we show a more direct comparison among the three classifiers for the REPMAC method. In two datasets SVM works best, in other two FDA–Mars is better, and both classifiers have the same error in other two datasets. In only one dataset FDA–GenRidge performs best, but in that case REPMAC is worse than simple ROS. Overall, there is an equivalence between linear SVM and FDA–Mars.
Table 3: Area under the ROC curve (AUC) using FDA-GenRidge classifiers. The result corresponds to the 3 methods under comparison, evaluated over the 7 datasets used in this work.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Plain</th>
<th>ROS</th>
<th>REPMAC</th>
</tr>
</thead>
<tbody>
<tr>
<td>nursery</td>
<td>0.9824</td>
<td>0.9830</td>
<td>0.9923</td>
</tr>
<tr>
<td>letter</td>
<td>0.9880</td>
<td>0.9821</td>
<td>0.9917</td>
</tr>
<tr>
<td>car</td>
<td>0.9614</td>
<td>0.9622</td>
<td>0.9900</td>
</tr>
<tr>
<td>glass</td>
<td>0.8231</td>
<td>0.8575</td>
<td>0.8020</td>
</tr>
<tr>
<td>pendigits</td>
<td>0.9617</td>
<td>0.9751</td>
<td>0.9965</td>
</tr>
<tr>
<td>satimage</td>
<td>0.7519</td>
<td>0.7542</td>
<td>0.9306</td>
</tr>
<tr>
<td>optdigits</td>
<td>0.9770</td>
<td>0.9823</td>
<td>0.9943</td>
</tr>
</tbody>
</table>

Table 4: Area under the ROC curve (AUC) using FDA-MARS classifiers. The result corresponds to the 3 methods under comparison, evaluated over the 7 datasets used in this work.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Plain</th>
<th>ROS</th>
<th>REPMAC</th>
</tr>
</thead>
<tbody>
<tr>
<td>nursery</td>
<td>0.9840</td>
<td>0.9797</td>
<td>0.9912</td>
</tr>
<tr>
<td>letter</td>
<td>0.9766</td>
<td>0.9886</td>
<td>0.9942</td>
</tr>
<tr>
<td>car</td>
<td>0.9635</td>
<td>0.7850</td>
<td>0.9887</td>
</tr>
<tr>
<td>glass</td>
<td>0.7126</td>
<td>0.8470</td>
<td>0.7402</td>
</tr>
<tr>
<td>pendigits</td>
<td>0.9879</td>
<td>0.9533</td>
<td>0.9985</td>
</tr>
<tr>
<td>satimage</td>
<td>0.9221</td>
<td>0.9396</td>
<td>0.9396</td>
</tr>
<tr>
<td>optdigits</td>
<td>0.9850</td>
<td>0.9745</td>
<td>0.9951</td>
</tr>
</tbody>
</table>

4.4 Stopping criteria

As we showed in our previous work, the complexity of REPMAC (the depth of the tree and the number of leaves produced) can be regulated by changing the stopping criteria. The simpler control is to check the degree of imbalance $IL$ of the sub-problem under evaluation. For Tables 2 to 4 we have used $S_{IL} = 1.15$, i.e., we stopped the splitting when the ratio between majority and minority class is less than 1.15. To evaluate the influence of $S_{IL}$ in the performance of REPMAC, we repeated the experiments described before using also $S_{IL} = 1.50$ and $S_{IL} = 2.00$ for FDA-GenRidge. Figure 4, top panel, shows the corresponding error levels in units relative to the performance of the ROS method with the same classifier. Figure 4, mid panel, shows the average number of nodes (over the 20 runs of the method) created by REPMAC with different $S_{IL}$ values, and the bottom panel of Figure 4 shows the average depth of the created trees. As we had observed in our previous work for SVM and a subset of these datasets, in most cases there is a positive correlation between error levels and $S_{IL}$ values. All the error levels show
an increase, but in all cases (with the exception of the anomalous Glass dataset) they remain clearly better than the ROS method (all values are clearly lower than 100). The reduction in complexity produced by the use of higher $S_{IL}$ values is remarkable, in particular in the number of nodes.

5 Conclusions

In this work we evaluated the performance of REPMAC coupled with different classifiers: linear SVM, FDA-GenRidge and FDA-Mars. When dealing with imbalanced problems, REPMAC recursively split the majority class in several subsets, using a clustering method, producing separate balanced sub-problems that can be more easily discriminated. To evaluate the three classifiers we used 7 datasets (with different characteristics) from the UCI repository.

In several experiments we evaluated diverse aspects of the method, as the dependence with the regularization of each classifier, the non-linear quality of them, or the use of different stopping criteria.

The more important finding of this work is that all those experiments showed that the performance of REPMAC is similar in all cases, being only slightly lower when using FDA-GenRidge classifiers. This suggests that REPMAC’s success is independent of the classifier selection, being more related to the use of an efficient strategy to solve imbalanced problems.

As future work we plan to evaluate the use of other clustering methods, appropriate for interesting domains like genomics, proteomics or text mining, and the application of post-pruning techniques to the trees developed by REPMAC. Also, we are evaluating the possibility of using REPMAC in multiclass imbalanced problems.
Figure 4: Evaluation of the performance of REPMAC (FDA–GenRidge) for three different $S_{IL}$ values. From top to bottom, relative error (taking the error level of ROS - not plotted- as equal to 100), average number of nodes in the trees and average depth of the trees.
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