On cumulativity in the context of defeasible argumentation

A. G. Stankevicius       M. Capobianco*

Laboratorio de Investigación y Desarrollo en Inteligencia Artificial
Departamento de Ciencias e Ingeniería de la Computación
Universidad Nacional del Sur
Bahía Blanca - Buenos Aires - ARGENTINA
e-mail: {ags,mc}@cs.uns.edu.ar

Abstract

Logics for nonmonotonic reasoning have often been described by the property they lack—that is, monotonicity—instead of by those they do enjoy. Gabbay, Makinson and Kraus proposed a set of core properties for inference relations that every nonmonotonic theory ought to have. Yet, there are some apparently well-behaved formalisms that fail to comply with some of these principles, such as most defeasible argumentation formalisms. In this article we determine the status of these core properties in the context of two well-known argumentation frameworks.

Keywords: NONMONOTONIC REASONING, DEFEASIBLE REASONING, ARGUMENTATION FRAMEWORKS

1 Introduction

Logics for nonmonotonic reasoning have often been described by the property they lack—that is, monotonicity—instead of by those they do enjoy. These theories flourished in the early ’80s in
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response to the challenges incomplete and changing information posed to classic, monotonic approaches. Several nonmonotonic formalisms were introduced in the literature, such as inheritance networks, default logic, preferential entailment, autoepistemic logic, and defeasible argumentation among others. The introduction of these many proposals in such a short span of time made it difficult to decide which formalism is best suited for a given context.

In a landmark paper, Dov Gabbay [6] pioneered the comparison of nonmonotonic theories with respect to a set of desirable properties. He endorsed focusing our attention on the properties of the inference relation induced by the formal theory, that is, the relation between conclusions and the set of premises supporting them. Further pursuing this approach, first Kraus et al. [9], and later Makinson [10], studied the set of core properties every nonmonotonic theory ought to have. These properties can be roughly divided in the so-called pure conditions, that solely depend on the inference relation, and those that also interact with the logical connectives.

For any inference relation $\vdash$ its corresponding inference operator, noted $C$, is defined as $C(\Phi) = \{ \phi \mid \Phi \vdash \phi \}$. Assuming that $\Phi$ and $\Psi$ are sets of premises, the pure conditions can be defined in terms of this operator as follows:

**Inclusion:** $\Phi \subseteq C(\Phi)$

**Idempotence:** $C(\Phi) = C(C(\Phi))$

**Cut:** $\Phi \subseteq \Psi \subseteq C(\Phi)$ implies that $C(\Psi) \subseteq C(\Phi)$

**Cautious monotonicity:** $\Phi \subseteq \Psi \subseteq C(\Phi)$ implies that $C(\Phi) \subseteq C(\Psi)$

Inclusion is clearly desirable in the context of any sensible inference relation, as it stands for accepting those premises upon which we reason. Idempotence states that we have inferred as much as possible, in the sense that no new conclusions can be obtained from $\Phi$ through multiple applications of $C$. Cut ensures that adding known consequences into our set of premises does not give us new information. In contrast, cautious monotonicity, states the opposite: adding known consequences into our set of premises does not make us loose information. Finally, those inference relations satisfying all these properties are called cumulative.\(^1\)

Some authors have gone a step further, suggesting that every nonmonotonic theory should be engineered around a cumulative inference relation. For instance, Kraus et al. [9] claim that “...[these properties] are rock-bottom properties without which a system should not be considered a logical system.” Yet, there are some apparently well-behaved formalisms for nonmonotonic Knowledge Representation and Reasoning (KR&R) that do not uphold it. For instance, it is quite startling that most defeasible argumentation formalisms do not comply with cumulativity, even though those same theories were also successfully applied to a myriad of complex problems.

Let us delve a bit into this apparent contradiction (that is, having a sensible framework for KR&R which fails to uphold cut, cautious monotonicity, or both). It can be argued that defeasible argumentation has evolved in the last twenty years as a successful approach for modelling commonsense reasoning. With several formalism reported in the literature reaching a mature state [16, 14, 13, 5, 7, 2], research in this field has played a major role in the development and deployment of solutions to tough, complex real world problems involving varying degrees of common-sense reasoning, such as mediation framework for supporting decision making in groups [8], intelligent systems used in medical research [12], or providing proactive assistance for natural language usage assessment [4]. We refer the interested reader to the comprehensive survey of applications built around argumentation frameworks compiled by Carbogim et al. [3].

\(^1\)for an excellent survey of these and other abstract properties we refer the interested reader to [1].
In these formalisms, knowledge is structured as \textit{facts} and \textit{rules}, where facts represent knowledge explicitly observed and rules capture the relation between some evidence and some conclusion following from it. New conclusions can be obtained chaining rules and facts, much like classical logic. However, these formalisms also allow a sort of weak or default rules that can be discarded as soon as new knowledge contradicting them is discovered, clearly giving rise to a form of reasoning that is indeed defeasible. These rules that can be overruled are usually called \textit{defeasible}, whereas those that cannot are called \textit{strict}. In this context, when we allow the use of defeasible rules in order to reach a certain conclusion, we obtain \textit{arguments} instead of proofs. Of course, arguments can also compete with each other (for instance, when they support conflicting conclusions), rebutting or undercutting one another, hence an argumentation process arises from the search of which arguments should be ultimately accepted, or \textit{warranted}. To do so, competing arguments are compared to determine which one wins and which one is defeated, frequently applying a \textit{preference criterion}. But defeaters may as well be defeated by other arguments and this prompts for a recursive analysis which is usually modelled by a tree or graph structure. When an argument is finally accepted after considering all its possible defeaters, it is said to be \textit{warranted} or \textit{justified}.

Going back to the open question we posed before, that is, how come these formalisms, successfully applied to those tough problems, yet fail to uphold cumulativity. Prakken and Vreeswijk in their survey of argumentation frameworks [15] had the following to say on this regard:

\begin{quote}
\ldots [we have shown] that reasonable argumentation systems with plausible criteria for defeat are conceivable which do not satisfy cumulativity, so that cumulativity cannot be required as a minimum requirement for justified belief.
\end{quote}

The authors propose a set of intuitive examples to sustain their claim, but they stop short of formally determining the status of cumulativity in any concrete formalisms. To this end, the purpose of this article is coincidentally to correct and extend a previous work [17] that addressed cumulativity in a particular formalism to other argumentation theories. In the following section we introduce several entailment relations that can be identified in these formalisms, and then in section 3 we proceed to determine the status of cumulativity with respect to all these relations in two well-known argumentation theories. Finally, section 4 briefly summarizes the conclusions reached in this study.

## 2 Entailment relations in argumentation frameworks

Most formal theories tend to characterize a single entailment relation. Argumentation frameworks, given its layered architecture, introduce many. Before formally defining each one of them, let us first overview some introductory notions, common to every argumentation theory. According to Prakken and Vreeswijk [15], every argumentation theory:

1. provide an underlying logic,
2. formally define the concept of argument,
3. capture when two arguments are in conflict,
4. also capture when an argument defeats another, and
5. provide a mechanism for determining the ultimate state of arguments.
Every argumentation theory begins by defining an *underlying logic* where knowledge is initially codified. Even though these formalisms behave non-monotonically, most of these logics tend to define a monotonic entailment. The rationale is that the addition of new premises should allow the construction of new *arguments* (possibly changing the conclusions sanctioned by the theory as a whole), without requiring to invalidate previous deductions. These arguments, the second aspect in common, are usually associated with proofs or deductions in this underlying logic. In this context, an argument is understood as a tentative piece of reasoning supporting a given conclusion. However, not every conclusion drawn on this logic leads to an argument, since these systems usually impose additional restrictions on those derivations, such as being based on consistent premises, being minimal, etc.

Regarding the third aspect, every formalism easily allows you to construct arguments for *conflicting* conclusions. This relation among arguments is also called *attack* or *counter-argumentation* in some of them. Although the most obvious form of conflict is the support of complementary conclusions, an argument may conflict with another for other reasons, for example, when the first denies one of the premises of the second. Considering that this relation only captures disagreement between arguments, it cannot tell apart successful attacks from those that are not. The relation called *defeat*, fourth notion common to every argumentation theory, is a refinement of the previous relation that only reflects successful attacks. Note that this relation captures the conditions under which an argument is able to deny the conclusive force of another argument, effectively banishing the latter. On some systems, this relation is called *attack* as well, or *interference*. Even though the conflict relation is usually symmetric, the defeat relation is usually not: some sort of argument comparison criterion is applied to determine which argument prevails in those reciprocal conflicts.

Finally, defeat alone is not enough to determine the *final state* of an argument, as it only sanctions what the outcome of the conflict between two particular arguments is. This key notion, also common to every argumentative system, is used to determine the set of conclusions sanctioned by the formalism. Therefore, several alternatives have been explored in the literature, for instance fix point vs. constructive semantics, single vs. multiple state assignments, skeptic vs. credulous semantics, etc. All these proposals identify at least two disjoint sets: one containing those arguments that are *warranted*, and the other containing those that are not. In a sense, an arguments is warranted when it is not defeated, or when its defeaters are in turn defeated, since defeaters are arguments as well. Note that this process may continue recursively, as long as additional defeaters of any defeater remain to be considered. This accounts why warranted arguments are sometime called *undefeated* in other theories, though they have been termed *justified* or *active* as well.

Warrant clearly constitutes an obvious—yet fundamental—entailment relation induced by these theories, as it is its semantics. Formally speaking, this first relation only entails those conclusions that are backed by warranted arguments. We call these *warranted inference* and denote them as $\vdash_W$. However, to determine which arguments are warranted the formalism must first build regular arguments. The set of conclusions supported by just regular arguments can also be considered as an entailment relation. We call it *argument-based inference*, and denote its corresponding abstract inference operator as $\vdash_A$.

Further pursuing this approach, the previous relation can be easily generalized since arguments usually impose additional restrictions upon the monotonic entailment used to construct them. Moreover, recalling that rules can be either strict or defeasible, we call those conclusions derived using only strict rules as *strict inference*, and those obtained using both strict and defeasible rules as *defeasible inference*. We also denote the corresponding abstract inference operators as $\vdash_S$ and $\vdash_D$, respectively. Although these two relations look rather simple-minded, they do play a fundamental role in this frameworks: they provide the building blocks for the more elaborate notions of argument
Having identified these four abstract entailment relations one might wonder whether they satisfy cumulativity. Given their abstract nature, we need to instantiate them according to the particular formalism under study. In the next section we analyze two concrete instantiations of these relations, but before we do so we need take into account the way argumentation frameworks structure their knowledge, distinguishing facts from rules. That is to say, the previous entailment relations must be considered as a function from sets of rules and facts into sets of rules and facts. Formally speaking:

1. Strict inference: $C_{S}(\langle F, R \rangle) = \{ \{ \phi \mid \langle F, R \rangle \vdash_{S} \phi \}, R \}$
2. Defeasible inference: $C_{D}(\langle F, R \rangle) = \{ \{ \phi \mid \langle F, R \rangle \vdash_{D} \phi \}, R \}$
3. Argument-based inference: $C_{A}(\langle F, R \rangle) = \{ \{ \phi \mid \langle F, R \rangle \vdash_{A} \phi \}, R \}$
4. Warranted inference: $C_{W}(\langle F, R \rangle) = \{ \{ \phi \mid \langle F, R \rangle \vdash_{W} \phi \}, R \}$

3 Selected case studies

In what follows, we analyze how two alternative concrete instantiations of the inference relations introduced in the previous section behave with respect to the properties of inclusion, idempotence, cut and cautious monotonicity. Due to space constraints, we can only report our findings regarding García and Simari’s Defeasible Logic Programming [7], and Caminada and Amgoud’s ASPIC argumentation framework [2]. The choice of frameworks attempt to reflect the wide array of alternatives available when it comes to reasoning and representing knowledge using defeasible argumentation.

3.1 Defeasible Logic Programming

*Defeasible Logic Programming* (DeLP, henceforth), combines a language similar to the one of logic programming with an argumentative inference engine [7]. DeLP structures knowledge using a set of strict rules, denoted as $\Pi$, and a set of defeasible rules, denoted as $\Delta$. Facts, denoting the evidence at hand, are written as strict rules with an empty body. A defeasible logic program $P$ is defined by the tuple $(\Pi, \Delta)$. The conclusions endorsed by a given a program $P$ are obtained through a dialectical process which can decide if a given query is warranted by the system. In DeLP, the set of facts $F$ is composed by strict rules with an empty body and the set of rules $R$ is made of both strict and defeasible rules. In what follows, for a given set $Q$, the operators $\text{strict}(Q)$ and $\text{defeasible}(Q)$ return, respectively, the strict or defeasible rules in $Q$.

**Strict inference:** We say that $\langle F, R \rangle \vdash_{S}^{DeLP} \phi$ if, and only if, there exists a *defeasible derivation* for $\phi$ from the program $P = (F \cup \text{strict}(R), \text{defeasible}(R))$ (cf. definition 2.5 in [7]) that uses only strict rules. Accordingly, the notion of strict inference is defined as $C_{S}^{DeLP}(\langle F, R \rangle) = \{ \{ \phi \mid \langle F, R \rangle \vdash_{S}^{DeLP} \phi \}, R \}$.

**Defeasible inference:** We say that $\langle F, R \rangle \vdash_{D}^{DeLP} \phi$ if, and only if, there exists a *defeasible derivation* for $\phi$ from the program $P = (F \cup \text{strict}(R), \text{defeasible}(R))$ (cf. definition 2.5 in [7]). Accordingly, the notion of defeasible inference is defined as $C_{D}^{DeLP}(\langle F, R \rangle) = \{ \{ \phi \mid \langle F, R \rangle \vdash_{D}^{DeLP} \phi \}, R \}$.
Argument-based inference: We say that \( \langle \mathcal{F}, \mathcal{R} \rangle \models_{\text{DeLP}}^{D} \phi \) if, and only if, there exists an argument for \( \phi \) from the program \( \mathcal{P} = (\mathcal{F} \cup \text{strict}(\mathcal{R}), \text{defeasible}(\mathcal{R})) \) (cf. definition 3.1 in [7]). Accordingly, the notion of argument-based inference is defined as \( C_{A}^{\text{DeLP}}((\mathcal{F}, \mathcal{R})) = \langle \{ \phi \} | (\mathcal{F}, \mathcal{R}) \models_{A}^{\text{DeLP}} \phi \rangle, \mathcal{R} \rangle \).

Warranted inference: We say that \( \langle \mathcal{F}, \mathcal{R} \rangle \models_{\text{DeLP}}^{W} \phi \) if, and only if, there exists a warrant for \( \phi \) from the program \( \mathcal{P} = (\mathcal{F} \cup \text{strict}(\mathcal{R}), \text{defeasible}(\mathcal{R})) \) (cf. definition 5.2 in [7]). Accordingly, the notion of warranted inference is defined as \( C_{W}^{\text{DeLP}}((\mathcal{F}, \mathcal{R})) = \langle \{ \phi \} | (\mathcal{F}, \mathcal{R}) \models_{W}^{\text{DeLP}} \phi \rangle, \mathcal{R} \rangle \).

Having instantiated the four abstract entailment relations we turn our attention to the status of cumulativity. The following proposition summarizes our findings for the first two relations:

**Proposition 1.** The consequence operators \( C_{D}^{\text{DeLP}} \) and \( C_{S}^{\text{DeLP}} \) satisfy inclusion, idempotence, cut, and cautious monotonicity.

It is straightforward to see that \( C_{D}^{\text{DeLP}} \) and \( C_{S}^{\text{DeLP}} \) are both monotonic, and therefore cumulative. This can be shown by any standard proof of monotonicity from classical logic. It should be mentioned that the strict part of any defeasible logic program is by definition bound to be consistent with respect to strict inference (that is, no pair of contradictory literals can be derived).

Regarding argument-based inference, DeLP defines an argument as the set of defeasible rules that allow us to defeasibly derive a given conclusion. The properties of this inference relation greatly differ from the previous ones.

**Proposition 2.** The consequence operator \( C_{A}^{\text{DeLP}} \) satisfies inclusion, but fails idempotence, cut, and cautious monotonicity.

Inclusion trivially holds, given that every fact is supported by the empty argument (note that facts can always be strictly derived). The failure of idempotence is shown next:

**Example 1.** Let \( \mathcal{P} = (\Pi, \Delta) \) be a DeLP program (de.l.p for short), where \( \Pi = \{ a \} \) and \( \Delta = \{ b \rightarrow \neg a; \neg b \rightarrow a \} \). Let \( \mathcal{R} \) be the union of both strict and defeasible rules in \( \mathcal{P} \). In this case we have that \( C_{A}^{\text{DeLP}}((\{ a \}, \mathcal{R})) = \langle \{ a; b; \neg b \}, \mathcal{R} \rangle \neq \langle \text{Lit}, \mathcal{R} \rangle = C_{A}^{\text{DeLP}}(C_{A}^{\text{DeLP}}((\{ a \}, \mathcal{R}))) \).

Finally, the following counterexamples show that argument-based inference does not satisfy cut nor cautious monotonicity.

**Example 2.** Let \( \mathcal{P} = (\Pi, \Delta) \) be a de.l.p, where \( \Pi = \{ c \} \) and \( \Delta = \{ a \rightarrow b; b \rightarrow \neg a; \neg a \rightarrow c \} \). In this setting, it is possible to build the argument \( A_{1} = \{ b \rightarrow \sim a; \sim a \rightarrow c \} \) for \( b \). However, should \( b \) be added to \( \mathcal{P} \) as a fact, we now can obtain a new argument \( A_{2} = \{ a \rightarrow b \} \) for \( a \), previously unavailable. This adds \( a \) to the set of argument-based conclusions and therefore cut does not hold.

**Example 3.** Let \( \mathcal{P} = (\Pi, \Delta) \) be a de.l.p, where \( \Pi = \{ a \} \) and \( \Delta = \{ b \rightarrow a; \sim b \rightarrow a \} \). In this context, the arguments \( A_{1} = \{ b \rightarrow a \} \) for \( b \) and \( A_{2} = \{ \sim b \rightarrow a \} \) for \( \sim b \) can be constructed from \( \mathcal{P} \). However, should \( b \) be added to \( \mathcal{P} \) as a fact, we can no longer argue \( A_{2} \) (it now contradicts our strict knowledge). Thus, since \( A_{1} \) was the only argument supporting \( \sim b \), this previously held conclusion is now lost.

With respect to warranted inferences, we encountered a similar situation:

**Proposition 3.** The consequence operator \( C_{W}^{\text{DeLP}} \) satisfies inclusion but fails idempotence, cut, and cautious monotonicity.

\[ \text{for simplicity sake, we shall adopt propositional defeasible rules, despite the fact that these rules represent general knowledge and, as such, should contain free variables.} \]
To see why $C^{DeLP}_W$ satisfies inclusion note that every fact in a given program is trivially supported by the empty argument, and that the empty argument cannot be defeated since it is entirely based on strict information. Regarding idempotence, the following counterexample shows its failure:

**Example 4.** Let $P = (\Pi, \Delta)$ be a *delp*, where $\Pi = \{c; \ a \leftarrow b\}$ and $\Delta = \{b \leftarrow c; \ \neg a \leftarrow c\}$. In this case, two arguments can be built: $A_1 = \{b \leftarrow c\}$ for $b$ and $A_2 = \{\neg a \leftarrow c\}$ for $\neg a$. Both are warranted and thus the warranted conclusions from $P$ are $\{c, \neg a, b\}$. However, as soon as we add these conclusions as new facts into $P$, we derive the whole $Lit$ (since the resulting set $\Pi$ of strict knowledge is inconsistent). Formally speaking:

$$C^{DeLP}_W(\{c\}, R) = \langle\{c; \ \neg a; \ b\}, R\rangle \not= \langle Lit, R\rangle = C^{DeLP}_W(C^{DeLP}_W(\{a\}, R))$$

Finally, we have developed the following counterexamples in order to show the failure of cut and cautious monotonicity:

**Example 5.** Let $P = (\Pi, \Delta)$ be a *delp*, where $\Pi = \{c\}$ and $\Delta = \{a \leftarrow b, c; \ b \leftarrow \neg a; \ \neg a \leftarrow c\}$. In this setting, it is possible to build an argument $A_1 = \{b \leftarrow \neg a; \ \neg a \leftarrow c\}$ for $b$ that is a warrant. However, once $b$ is added to $P$ as a fact, we can obtain a new argument $A_2 = \{a \leftarrow b, d\}$ for $a$, previously unavailable, that is also a warrant (since argument $A_3 = \{\neg a \leftarrow d\}$ is defeated by $A_2$). This adds $a$ to the set of warranted conclusions and therefore cut does not hold.

**Example 6.** Let $P = (\Pi, \Delta)$ be a *delp*, where $\Pi = \{a\}$ and $\Delta = \{c \leftarrow b; \ b \leftarrow a; \ \neg c \leftarrow a\}$. The arguments $A_1 = \{c \leftarrow b; \ b \leftarrow a\}$, $A_2 = \{\neg c \leftarrow a\}$, and $A_3 = \{b \leftarrow a\}$, supporting respectively $c, \neg c, \text{and} \ b$, can all be built from $P$. Yet, only $\neg c$ and $b$ are warranted on the basis of $P$, since $A_2$ defeats $A_1$, but both $A_2$ and $A_3$ remain undefeated. Finally, should $b$ be added to $P$ as a fact, the new argument $A_4 = \{c \leftarrow b\}$ for $c$ now defeats $A_2$. Thus, since $A_2$ was the only argument for $\neg c$, this previously warranted conclusion is now lost.

### 3.2 Amgoud and Caminada

Amgoud and Caminada introduced the *ASPIC* argumentation theory [2], proposing a particular instantiation of Dung’s abstract argumentation framework [5], filling the gaps intentionally left unspecified (namely, the internal structure of arguments). In *ASPIC*, the knowledge base is a pair $T = (S, D)$ of sets of strict and defeasible rules. Arguments are constructed chaining recursively both kinds of rules. Defeat is determined in terms of two kind of attacks: rebuttals (attacks on the ultimate conclusion of an argument), and undercutts (attacks on the intermediate premises). Finally, the acceptability of these arguments, that is, which arguments survive and which do not, is decided applying one of Dung’s standard semantics. In what follow, we consider whether the four abstract consequence operators instantiated accordingly to the *ASPIC* formalism satisfy cumulativity. Bear in mind that facts in this framework are codified as strict rules with empty body. Thus, the set of facts $F$ is composed by those strict rules with an empty body and the set of rules $R$ is composed by the remaining strict and defeasible rules. Once again, for a given set $Q$, the operators $\text{strict}(Q)$ and $\text{defeasible}(Q)$ return, respectively, the strict or defeasible rules in $Q$.

**Strict inference:** We say that $\langle F, R\rangle \vdash^S_\text{ASPIC} \phi$ if, and only if, there is a strict argument for $\phi$ in the theory $T = (F \cup \text{strict}(R), \text{defeasible}(R))$ (cf. definition 8 in [2]). Accordingly, the notion of strict inference is defined as $C^{ASPIC}_S(\langle F, R\rangle) = \langle \phi \mid \langle F, R\rangle \vdash^S_\text{ASPIC} \phi, R\rangle$.

**Defeasible inference:** We say that $\langle F, R\rangle \vdash^D_\text{ASPIC} \phi$ if, and only if, there is a defeasible argument for $\phi$ in the theory $T = (F \cup \text{strict}(R), \text{defeasible}(R))$ (cf. definition 8 in [2]). Accordingly, the notion of defeasible inference is defined as $C^{ASPIC}_D(\langle F, R\rangle) = \langle \phi \mid \langle F, R\rangle \vdash^D_\text{ASPIC} \phi, R\rangle$. 
Argument-based inference: We say that $\langle T, R \rangle \vdash^{ASPIC}_A \phi$ if, and only if, there is an argument for $\phi$ in the theory $T = (T \cup \text{strict}(R), \text{defeasible}(R))$ (c.f. definition 7 in [2]). Accordingly, the notion of defeasible inference is defined as $C^{ASPIC}_A(\langle T, R \rangle) = \{ \{ \phi \mid \langle T, R \rangle \vdash^{ASPIC}_A \phi \} \}$.

Warranted inference: We say that $\langle T, R \rangle \vdash^{ASPIC}_W \phi$ if, and only if, $\phi$ is a justified conclusion\(^3\) that can be obtained from the theory $T = (T \cup \text{strict}(R), \text{defeasible}(R))$ (c.f. definition 12 in [2]). Accordingly, the notion of defeasible inference is defined as $C^{ASPIC}_W(\langle T, R \rangle) = \{ \{ \phi \mid \langle T, R \rangle \vdash^{ASPIC}_W \phi \} \}$.

Note that the ASPIC framework does not distinguish the logical level from the argument level. Also, the first three inference relations being all based on the notion of argument emphasize this. However, since arguments do not impose any restriction upon the derivation that leads to its conclusion, both self-defeating and non-minimal arguments are allowed (two kind of rather nasty arguments, which can lead astray the semantics of any formalism). Turning our attention back to the status of cumulativity, the following proposition summarizes our findings regarding these entailment relations.

**Proposition 4.** The consequence operators $C^{ASPIC}_S$, $C^{ASPIC}_D$, and $C^{ASPIC}_A$ satisfy inclusion, idempotence, cut, and cautious monotonicity.

The previous proposition stems from the fact that all these entailment relations are monotonic. Warrant inference, in contrast, failed them all.

**Proposition 5.** The consequence operator $C^{ASPIC}_W$ fails inclusion, idempotence, cut, and cautious monotonicity.

The failure of inclusion is somewhat surprising, given that this is a fundamental property for any inference relation. This is a consequence of accepting as valid any arbitrary set of facts, even inconsistent ones. The following counterexample exploits that:

**Example 7.** Let $T = \langle S, D \rangle$ be an ASPIC theory, where $S = \{ \rightarrow a; \rightarrow \neg a \}$ and $D = \{ \}$. In this context, two arguments can be built: $P = [\rightarrow a]$ and $\overline{P} = [\neg a]$ such that they defeat at each other. Under, for instance, the stable semantics, there are two extensions: $\{ P \}$ and $\{ \overline{P} \}$. Thus, there are no justified conclusions (provided that the intersection of these extensions is empty), so inclusion does not hold.

To show the failure of idempotence we have developed the following counterexample:

**Example 8.** Let $T = \langle S, D \rangle$ be an ASPIC theory, where $S = \{ \rightarrow c; \rightarrow d; d \rightarrow a; b, c \rightarrow \neg a \}$ and $D = \{ d \Rightarrow b \}$. In this context, five arguments can be built, $P = [\rightarrow d]$, $Q = [\rightarrow c]$, $R = [P \rightarrow a]$, $S = [P \Rightarrow b]$, and $\overline{R} = [S, Q \rightarrow \neg a]$. Note that $\overline{R}$ is defeated by $R$ and there is no other pair in the defeat relation ($R$ cannot by defeated by $\overline{R}$, since former is strict and the latter is defeasible). In this example, no matter which semantics we apply, only one extension containing $\{ P, Q, R, S \}$ exists (cf. figure 1), thus the resulting set of justified conclusions is $\{ a, b, c, d \}$.

However, when the inference operator is applied again over this new theory, we obtain a different result. Note that the set $S$ now contains $\{ \rightarrow a; \rightarrow b; \rightarrow c; \rightarrow d; b, c \rightarrow \neg a; d \rightarrow a \}$ (observe that both $a$ and $b$ have been added as facts), but the set $D$ remains unchanged. In this new context, three new arguments can be built: $T = [\rightarrow b]$, $R' : [\rightarrow a]$, and $\overline{R'} : [T, Q \rightarrow \neg a]$. $T$ is not in conflict with any argument, $\overline{R}$ and $R'$ defeat each other, and so does $\overline{R}$ and $R$, yet $R'$ defeats $\overline{R}$ but $\overline{R}$ does not defeat $R'$. As a consequence, there are now two different extensions using once again the

\(^3\)unless otherwise stated, any of Dung’s standard semantics can be used.
stable semantics: \{P, Q, S, T, \overrightarrow{R}, \overrightarrow{R}\} and \{P, Q, S, T, R, R'\} (cf. figure 1). Thus, the set of justified conclusions is now \{b, c, d\}, where \(\overrightarrow{a}\), a previously held conclusion is lost. Formally speaking, should \(R\) denotes the union of both strict and defeasible rules in \(T\), we have that:

\[
C^{ASPIC}_W(\langle\{c, d\}, R\rangle) = \langle\{a, b, c, d\}, R\rangle = C^{ASPIC}_W(\langle\{c, d\}, R\rangle)
\]

The next two properties usually require taking advantage of the more advance capabilities of the formalism, either to prove or disprove it. Regarding ASPIC, we have found that cautious monotonicity does not hold using, luckily enough, the same example as before, since adding all the justified conclusions as new premises made us loose \(a\), a previously held conclusion.

Finally, we also show that cut does not hold by virtue of the following counterexample:

**Example 9.** Let \(T = (S, D)\) be an ASPIC theory, where \(S = \{\rightarrow a; \rightarrow d; a \rightarrow \neg a; \neg a \rightarrow b; c, d \rightarrow \neg b\}\) and \(D = \{d \Rightarrow c; d \Rightarrow \neg b\}\). In this context, seven arguments can be built, \(P = [\rightarrow a], P = [\rightarrow d], Q = [Q \rightarrow \neg a], \overrightarrow{R} = [P \Rightarrow \neg b], S = [P \Rightarrow c], R = [Q \rightarrow b],\) and \(\overrightarrow{R} = [S, P \rightarrow \neg b]\). \(\overrightarrow{Q}\) defeats \(R\), who in turn defeats \(\overrightarrow{R}\) and \(\overrightarrow{R}'\). Arguments \(\overrightarrow{Q}\) and \(Q\) defeat at each other, also \(Q\) and \(R\). Moreover, \(R\) and \(\overrightarrow{Q}\) are self-defeating arguments. Adopting the preferred semantics, the only extension is \(\langle\{P, Q, S\}\rangle\) (cf. figure 2), and the set of justified conclusion is \(\{a, c, d\}\).

However, when \(c\) is added two new arguments arise: \(T = [\rightarrow c]\) and \(\overrightarrow{R'} = [T, P \rightarrow \neg b]\). Now \(R\) and \(\overrightarrow{R'}\) attack each other, hence the only preferred extension is \(\langle\{P, Q, S, T, \overrightarrow{R}, \overrightarrow{R}, \overrightarrow{R}'\}\rangle\) (cf. figure 2). Finally, since \(\neg b\) is present in every extension, it is a justified conclusion, and thus cut does not hold.

## 4 Conclusions

In this article we have studied the status of four properties in the context of two well-known formalisms for defeasible argumentation. The properties considered were inclusion, idempotence, cut,
and cautious monotonicity, taking into account that the last two let us determine whether the theory under consideration is cumulative. However, since argumentation frameworks are usually defined following a layered approach, more than one entailment relation is commonly used. In fact, we identified and formally defined four of them.

The first argumentation theory we considered was Defeasible Logic Programming. The following table summarizes our findings regarding the principles under consideration:

<table>
<thead>
<tr>
<th></th>
<th>Inclusion</th>
<th>Idempotence</th>
<th>Cut</th>
<th>Cautious M.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C^D_{DeLP}$</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>$C^S_{DeLP}$</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>$C^A_{DeLP}$</td>
<td>✓</td>
<td>×</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>$C^W_{DeLP}$</td>
<td>✓</td>
<td>×</td>
<td>×</td>
<td>×</td>
</tr>
</tbody>
</table>

The second argumentation theory we analyzed was the ASPIC framework, with the following table once again summarizing our findings:

<table>
<thead>
<tr>
<th></th>
<th>Inclusion</th>
<th>Idempotence</th>
<th>Cut</th>
<th>Cautious M.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C^S_{ASPIC}$</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>$C^D_{ASPIC}$</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>$C^A_{ASPIC}$</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>$C^W_{ASPIC}$</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
</tr>
</tbody>
</table>

Briefly comparing both tables one result we did not expected quickly becomes apparent: the properties enjoyed by the corresponding inference relations of the two formalism do not concord. For instance, $C^A_{ASPIC}$ behaves monotonically (much like $C^A_{DeLP}$ and $C^D_{DeLP}$), but $C^A_{DeLP}$ evidently does not. Even more striking is the difference between $C^W_{DeLP}$ and $C^W_{ASPIC}$, since the former satisfy inclusion, yet the latter does not. It seems that the definition of the ASPIC formalism still require some polishing, as pointed out by the failure of such an intuitive and clearly desirable property.

Regarding cumulativity, neither warranted inference in Defeasible Logic Programming nor in the ASPIC formalism satisfy it. It is interesting to note that in both cases the more refined the inference relations gets, the less properties it satisfies. Granted, more complex inference relations are built using the simpler ones as building blocks. As a result, facts (the building blocks of the lower layer) do receive a distinctive treatment in these frameworks, so the failure to comply with cumulativity in both formalisms should not come as a shock according to [11].

Finally, as future work we plan to extend this analysis to other argumentation frameworks using the same set of abstract inference relations we have identified in this study as common to every theory.
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