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ABSTRACT

In evolutionary algorithms selection mechanisms aim to favour reproduction of better individuals
imposing a direction on the search process. It does not create new individuals; instead it selects
comparatively good individuals from a population and typically does it according to their fitness. The
idea is that interacting with other individuals (competition), those with higher fitness have a higher
probability to be selected for mating. In that manner, because the fitness of an individual gives a
measure of its “goodness”, selection introduces the influence of the fitness function to the evolutionary
process. Moreover, selection is the only operator of genetic algorithm where the fitness of an
individual affects the evolution process. In such a process two important, strongly related, issues exist:
selective pressure and population diversity.

In this work we are showing the effect of applying different selection mechanisms to a set of instances of
the Job Shop Scheduling Problem, with different degrees of complexity. For these experiments we are
using multiplicity features in the selection of parents for the reproduction with the possibility to generate
multiple number of children too, because the results using these approaches outperform to those obtained
under traditional evolutionary algorithms. This was shown in our previous works.

A description of each method, experiments and preliminary results under different combinations are
reported.
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1. INTRODUCTION

By simulating evolution, an Evolutionary Algorithm (EA) maintains a population of individuals
(chromosomes) which evolve throughout generations by reproduction of the fittest individuals. After
initialisation, to create the original population of individuals, an EA consists of a selection-
recombination-mutation cycle until a termination criterion holds.

Selection, crossover and mutation are the main operators repeatedly applied throughout the EA
execution used to modify individual features. So, it is expected that evolved generations provide better
and better individuals (searchers in the problem space).

A well known property of a selection operator is selective pressure which can be defined as the
probability of the best individual being selected relative to the average probability of selection of all
individuals.

During the selection step of an EA, copies of better ones replace worst individuals. Consequently, part of
the genetic material contained in these worst individuals disappears forever. This loss of diversity is
defined as the proportion of the population that is not selected for the next generation [3].

When the selection mechanism imposes a strong selective pressure then the loss of diversity can be high
and, to prevent a premature convergence to a local optimum then, either a larger population size or
adequate crossover and mutation operators are needed. On the other side of the coin a small selective
pressure can excessively slow the convergence rate.

In the last years a variety of evolutionary schedulers based on genetic algorithms have been reported in
the literature. In general, the task of scheduling is the allocation of jobs over time when limited
resources are available, where a number of objectives should be optimized, and several constraints
must be satisfied. A job is determined by a predefined set of operations, and the result of a scheduling
algorithm is a schedule that contains the start times and allocation of resources to each operation [2].
Improvements in evolutionary algorithms have been found by using a multiplicity feature [6, 7, 8, 9],
which allows multiple recombination on multiple parents. A multiplicity approach is Multiple
crossovers on multiple parents (MCMP) [8,9] which supplies a balance in exploitation and exploration
because the searching space is efficiently exploited (by the multiple application of crossovers) and
explored (by a greater number of samples provided by multiple parents). MCMP provides a means to
exploit good features of more than two parents selected according to their fitness by repeatedly applying
one of the scanning crossover (SX) variants [4,5]: a number n; of crossovers is applied on a number n;
of selected parents. From the n, produced offspring a number n; of them are selected, according to some
criterion, to be inserted in the next generation. This is the method used in all our experiments.

MCMP was successfully applied to single and multicriteria optimisation and to the job shop
scheduling problem (JSSP) under various representations, such as: decoders, dispatching rule
representation and operation based representation [11,12, 13, 14, 15]. It was shown that a greater
number of crossovers for a given number of parents provide better results. Another representation is
job based representation, which consists of a list of jobs and a schedule is constructed according to the
sequence of jobs. Here we deal with permutations, and then adequate genetic operators should be used.
Due to the use of permutations in the chromosome representation and aiming to apply MCMP, we
considered the modified SX methods [5] in order to produce feasible offspring. Furthermore, another
crossover method, specially designed for this kind of representation, is the Adjacency Based Crossover
(ABC). For the two crossover methods we used the variants Uniform (U-XX) (all the parents have the
same chance to be donors) and Occurrence-Based (OB-XX) (the gene values is selected according to
the value occurrence).

In next sections, the selection mechanisms used are described, and finally implementation details and
some previous results are presented.

2. COMMONLY USED SAMPLING MECHANISMS
For the following discussion we concentrate on EAs applied to search (optimization) problems. Here it is
convenient to adopt the notation used by Béck [1]. Let us call / the space of individuals a € I and f: [
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— I a real-valued fitness function (maximization and minimization are equivalent). Let be u the
population size and P(t) = (a; ..., a,') €I* a population at generation 7.

2.1.Proportional Selection
In proportional selection, an individual a; is chosen at random for mating from a population of size u
according to the following probability:

Psel(ai) = —f(ai)
Y fia,)

This is the simplest selection scheme also known as roulette-wheel selection or stochastic sampling with
replacement.Here, individuals are mapped to contiguous segments in the real interval [0,1] in such a
way that a segment corresponding to an individual has a size equal to the individual fitness. Then a
random number in such interval is generated and the individual whose segment encompasses the
random number is selected.

2.2.Rank-based selection

A first approach was called linear ranking, where the selective pressure can be controlled more directly
than using the proportional selection and consequently the search process can be accelerated
remarkably. Whitley [16] pointed out that ranking acts as a function transformation assigning a new
fitness value to an individual based on its performance relative to other individuals. The Baker’s
original linear ranking method assigns a selection probability that is proportional to the individual’s rank.
Here, according to Bick [1] the mapping rank: [—{1,...,1t} is given by:

Viedl,...u}: rank(a,) =i <

vie{l,..u—1}: f(a)) <= f(a,,)
where <> denotes the < relation or the > relation for minimization or maximization problems,
respectively. Consequently the index i of an individual a; denotes its rank. Hence, individuals are sorted
according to their fitness resulting a; the best individual and a, the worst one. Assuming that the expected
value for the number of offspring to be allocated to the best individual is 7, =fP(a;) and that to be
allocated to the worst one is 1y, =piP(a,) then

1 -1
Ps‘el(ai ) =— nmax - (nmax - min) ’ :
u u-1

As the following constraints must hold
P,(a,)=20 Vi

i Bs‘el (ai) = 1
i=1

itisrequiredthat: 1<n, _ <2and n,, =2-1,.

The selective pressure can be adjusted by varying 1,.r. As remarked by Baker [2] if 1,4 = 2.0 then all
individuals would be within 10% of the mean and the population is driven to convergence during every
generation. To restrain selective pressure, Baker recommended a value of 7,,,, =1.1. This value for 1,,,
close to 1 leads to Py (a;) = 1/u , almost the case of random selection.

2.3.Tournament Selection
In tournament selection g individuals are randomly chosen from the population and then the best fitted
individual, designated as the winner, is selected for the matting pool. The parameter g is known as the
tournament size and usually it is fixed to g = 2 (binary tournament). If g = 1 then there is no selection at
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all: each individual has the same probability to be selected. As long as g increases the selective pressure is
augmented.

As Blickle [3] affirms, tournament selection can be implemented efficiently having the time complexity
O(u) because no sorting of the population is necessary but, as a counterpart, this also leads to high
variance in the expected number of offspring resultant from y independent trials.

As showed by Bick [1], the selection probability for individual a; , (i € {1,...,u} ) for g-tournament
selection is given by

Pu(a,) :iq((u —i+1) —(u-iY)
u

2.4.Stochastic Universal Sampling (SUS)

The idea, introduced by Baker [2], is to make a single draw from a uniform distribution and use it for
determining the exact number of copies from each parent.

In this method the individuals are mapped to contiguous segments of a line, such that each individual’s
segment is equal in size to its fitness exactly as in proportional selection. Here equally spaced pointers
are placed over the line as many as individuals have to be selected. Consider n the numbers of the
individuals to be selected, then the distance between the pointers are 1/n and the position of the first
pointer is given by a randomly generated number in the range [0, 1/n].

3. EXPERIMENT DESCRIPTIONS

The experiments were developed for a set of selected instances of the Job Shop Scheduling Problem
(JSSP), under permutation representation. For each experiment series of fifty runs was performed.
Experiments corresponded to different (n;,n;) combinations, crossover methods and selection
mechanisms. Elitism to retain the best-valued individual was implemented. The population size was
fixed at 100 individuals. USX, OBSX, OBABC and UABC were implemented and for insertion in the
next generation the best child was chosen (n3 = 1). Number of crossovers and parents were set to: 1 <
n; <4 and 3 < n, <5, respectively. For mutation an interchange operator was used. The algorithms
evolved for a minimum of 500 generations, after that a control of the mean fitness population progress
began: if this value remained within a determined range for 20 consecutive generations the algorithm
stops. Probabilities for crossover and mutation were fixed at 0.7 and 0.2, respectively. These values
were determined as the best combination of probabilities after many initial trials. Proportional
selection and SUS were applied in the conventional way. In the case of raking selection, setting value
of M was 1.1. In the case of tournament selection, the size g of the set of competing individuals was
fixed to 2. Four instances [10], with known optimal makespan were used: la01, la06, lal2 and lal5.

4. PRELIMINARY RESULTS AND CONCLUSIONS

This contribution explained the behaviour of multirecombinative approaches (MCMP) and selection
methods used to solve the JSSP for a set of instances of distinct complexity using a permutation
representation.

After a long series of experiments a general overview indicates, independently of the crossover
method used, a better performance of uniform approaches than occurrence approaches for any (n;,n;)
association. Particularly, comparing results obtained on both USX and UABC, the first one exhibits a
better quality of results.

Contrasting the different selection method the values achieved, show a better performance for both
SUS and Proportional Selection over the other methods (without a clear conclusion on which one of
these outperform the other).

In general, when 4 crossovers are applied better results than when a single crossover is applied are
obtained.
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The promising results on the smallest instances encourage us to deep investigation. To improve results
in larger instances, further work include self adaptation of parameters such as (n;,n;) associations and
study the adjustment of selection method according to the evolution.
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