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ABSTRACT 

There exists a wide range of problems which 
requires the automatic classification of a data 
set. In this sense, clustering techniques have 
been applied, since they are characterized by 
forming classes or groups using a predefined 
similarity measure. 

The present article presents algorithm 
architecture and structure for paralleling 
clustering algorithm EBC (environment based 
clustering) which, deferring from usual 
solutions, processes input patterns in order to 
establish the similarity measure to be used. 

Results obtained are analyzed over images of 
liver tissues with a maximum range of 256 
colors, studying algorithm dependence on 
image resolutions and the number of different 
patterns in them. Then, critical points of the 
sequential algorithm are optimized over a PC 
net architecture. 

Finally, the extension of the results obtained 
are discussed, as well as the solution 
presented for the case of high resolution 
images, in which the number of different 
patterns is of higher order (between 3000 and 
5000). 

Keywords: Parallel Algorithms, Clustering 
Techniques, Image Segmentation, 
Classification 

 

1. INTRODUCTION 

Clustering techniques, as its name suggests, 
are characterized by grouping input objects 
using same similarity measures. The result of 
this process is class or group formation [9]. 

The elements to be grouped are represented 
through their respective features vectors, and 
it is assumed that the ones which belong to a 
same class present close values for a given 
similarity measure.[7],[8]. 

When a classification of the patterns is meant 
to be performed without supervision, 
clustering techniques become the appropriate 
solution. This type of techniques is applicable 
in various areas such as medical diagnosis 
([5], [6]), radar, video processing and weather 
prediction. 
In general, all the applications present a high 
level of complexity as regards processing 
time. Also, in some of them, real time 
responses or short termed responses are 
required, all of which shows that parallel 
algorithm is highly justified [3]. 

In the present paper, a clustering method used 
in a monoprocessor scheme [1] [4] is 
presented and its time components are 
analyzed in detail [3]. From this analysis, a  
possible multiprocessor architecture (based on 
two unidimensional arrangements of 
homogenous processors, intercommunicated 
with respective resident master processes in 



other two processors) is discussed as well as  
the attainable speed-up in function of the 
number of processors and image complexity 
in the treatment (resolution, color  
palette).[10], [11]. 

Finally, some of the difficulties in the 
implementation of parallel architecture are 
analyzed and solutions based on the 
multiprocessor architecture with distributed 
share memory (type SGI 2000) are discussed. 

 

2. EBC (Environment based  
              Clustering) 

2.1. New technique suggested 
In the particular case of clustering techniques, 
the algorithms can be separated into two 
classes: those that use an only representative 
or descriptor for each class, and those that use 
several descriptors. 
The former renders good results when applied 
to problems in which the classes present very 
little dispersion since what belongs to the 
surrounding hypersphere can only be 
recognized with just one representative. 
Variations of these methods use hypercubes 
and produce a similar effect [15]. In 
particular, the methods proposed by Simpson 
[13], [14] present alternatives to classify data 
in a few runs, but their result depends on the 
order of the input patterns. 
On the other hand, those using several 
representatives, such as [8], solve the class 
dispersion problem, though they require the 
setting of initial similarity parameters which 
depend on the problem, allowing to establish 
a relationship between those representatives. 
EBC is a new clustering method belonging to 
the second group with the objective of 
improving the previous suggestions in order 
to achieve an automatic classification that 
does not require initial parameters nor is 
dependent on the order of the analysis of the 
data. 

Step 1: Analysis of the environment of each 
pattern to classify. 
The process starts with an analysis of the 
input data or patterns. 
Since the purpose is to relate them, their 
corresponding environments will be analyzed 
(see section 3). This analysis will allow to 
obtain two values Pi for each pattern: 
1. DistMAX: every pattern Pj , with j≠i, that 

is within a distance shorter than that 
value, will be considered to be similar to 
Pi and will therefore have a tendency to 
belong to the same class. 

2. DistMIN: if the distance between Pi and Pj 
is shorter than this value, Pi and Pj will be 
considered to be very similar, and 
therefore it will be enough to use only one 
descriptor to represent both. 

Step 2: Initial classes. 
Initially,  there will not be any class assigned. 
Class formation: 
From this point on, the next iterative process 
will allow to relate the patterns by creating 
the corresponding classes: 

Step 3: Distribution of the patterns among the 
existing classes. 
Let C = {C1, ..., Ck} be the set of classes 
created so far. 
Let P = { P1, ..., Pn } be the set of patterns to 
classify. 
Each class Cl will be represented by a set of 
prototypes: 
Protl = {Protl1, ..., Protls};    with l=1..k 
Note that the amount of prototypes varies 
with the class. 
Each pattern not yet classified will analyze its 
distance with the prototypes of each class in 
the following way: 
• If dist( Protji, Pt) < DistMAXClass j, the 

pattern Pt will belong to class j, where  
     DistMAXClass j,= average( DistMAXProtji )  
with i=1..s, s = number of prototypes in class j 



• If Pt turns out to belong to several classes, 
these will be all grouped into only one 
class. 

• If Pt turns out to belong to an only class, it 
will be necessary to analyze if there is 
some new information to contribute to the 
class; that is, if it can be a new prototype. 
To do so it must be true that dist( Protji, 
Pt) > DistMINClass j 

• If, on the contrary, Pt does not belong to 
any of the existing classes, a new class 
with this Pt as the only prototype will be 
created. 

The values DistMAXClass j and DistMINClass j 
will be obtained from the average of the 
values of the prototypes of Classj. 

Step 4: Deletion of small classes. 
All classes with less patterns than the 0.5% 
of the total of patterns to classify will be 
deleted. 

Repeat steps 3 and 4 until 90% of the input 
patterns are classified, or until the number of 
patterns per class is constant. 

Step 5: Joining of near neighbors. 
Each pattern and its closest neighbor will be 
analyzed. If they belong to different classes 
but the distance between them is shorter than 
the DistMAX of any of the two classes, the 
classes will be grouped. 
  
2.2. Initial analysis of input patterns 
a) Representation of input patterns 

It is important to bear in mind that, 
depending on the characterization used and 
the problem involved, patterns can be 
repeated; therefore, not only pattern 
characteristics but also their cardinality 
will be taken into account for each pattern. 

b) Distance estimation 
This is one of the most important steps in 
order to achieve a correct result. 
For each pattern, two distance values are 
required: 

Distance to its nearest neighbor: 
For pattern Pi, it will be denoted as 
DistMINPi. 
  DistMINPi = min( dist( Pi, Pj ) )  with j ≠ i 

Distance between patterns of a same class 
Pi will accept as members of its class those 
patterns that fulfill the following condition 

   dist( Pi, Pj ) ≤ DistMAXPi with j ≠ i 
In order to determine this threshold value, 
the three shortest distances will be 
considered, and for each of them the 
number of patterns (multiplied by their 
cardinality) will be registered.  
Be TotPatrones the sum of the patterns 
found at these three distances (see Fig. 1).  
DistMAXPi will be the distance that allows 
to include 50% of TotPatrones.  

Thus, DistMAXPi will be, for Pi, a measure 
of proximity. 

 
 
 
 
 
 
In the example of Fig. 1, DistMAXPi = D1 
and every pattern at a distance which is 
shorter than or equal to D1, will belong, for 
Pi, to its class. 
By taking three distances greater than zero, 
the central pattern is forced to have many 
representatives in order to be isolated, 
otherwise it will have at least one neighbor to 
which it will have to be grouped. 

Fig.1 : Pi will have 9 neighbors at a
distance D1, 3 at a distance D2 and 4 at a
distance D3, with D1<D2<D3. 
TotPatrones = 16  



2.3. Implementation aspects 

As it can be seen, classes are formed around 
prototypes. Even though it is not necessary to 
have the initial classes, the classification 
process can be sped up by chunking the 
characteristics space into equal sectors and by 
selecting a pattern from each of them. 
Then each pattern will be considered the first 
prototype of a new class. 
On the other hand, each prototype added to a 
class not only contributes to it with its 
characteristics but also with its similarity 
values DistMAX and  DistMIN. 
The admission of a pattern as a member or 
new prototype of class j will be given by 
DistMAXClass j and DistMINClass j respectively. 
Each of them is obtained as an average of the 
distance values of the prototypes forming it so 
far. In order to make the method independent 
from pattern insertion order, step 5 is applied. 

3. PARALLEL EBC 

3.1. General Description 
The obtaining of favorable results on the part 
of algorithm EBC is based on performing a 
correct processing of input patterns. As a 
result of this stage, necessary similarity 
criteria are obtained in order to establish the 
classes and their descriptors. 

Input patterns correspond to the different 
colors which appear in the image. This means 
that the size of the pattern space will be 
determined by the quality of the elements 
containing image color palettes. 

EBC method is the conclusion of a project 
which aims at the recognition and 
classification of the elements present in a liver 
tissue sample [2]. In that problem, images 
were captured with a resolution of 8 bits per 
pixel in order to assure that the size of the 
patterns space had less than 256 elements. 

The paralleling of the algorithm allows its 
application into images of 24 bits per pixel, 
solving response time restrictions. 

Next, an analysis of a sequential algorithm is 
described: 

The first part of the preprocessing of the input 
image can be divided in two stages: 

1) Transformation of the input image, with a 
size of N x N in a set of  P sized patterns. 
For each pattern its color will be obtained 
as well as its cardinality in the image and 
the significant neighbors. 

2) Obtaining of the necessary simulator 
criteria in order to compose classes. 

Once the patterns which compose the image 
are analyzed, the classes begin to compose 
themselves, using, firstly, the most 
representative element. This leads to the 
necessity of ordering them according to its 
cardinality and quantity of neighbors. 

This is an iterative process which is carried 
out until a 90% of the patterns are grouped. 

3.2. Sequential algorithm scheme 
Initialization 
Image preprocessing  
! Go from N xN pixel image to a set of P 

patterns  { Time = Tconv } 
! Determine for each pattern the judgment 

of acceptance { Time = Tsim }  
! Order the patterns to be inserted in the 

RN { Time = Tord } 
Group the patterns be means of an iterative 
process that for each pixel of the image: { 
Time = Tsec } 
! Search the class they belong to. 
! If it belongs to only one class, insert it; if 

it does not belong to anyone, then create a 
new class with this pattern and if it 
belongs to several classes, then unite 
them. 

! Analyze the size of the formed classes and 
delete those which do not correspond to 
the expected ranges.  

Transmit/ present the results obtained. 
 

The total processing time is: 

TTotal = Tconv + Tsim + Tord + Tsec 



 

3.3. Effectiveness of the clustering process 
with sequential algorithm 
To test the effectiveness of EBC method, 194 
images corresponding to different liver tissue 
samples have been grouped. 

It is worth mentioning the fact that, due to the 
scale used, from one single liver tissue sample 
it is possible to obtain 200 images 
approximately. To assure the sample 
representativity, it is advisable to capture the 
images in the manner of a greek guard. 

Each image has a resolution of 640 x 480 
pixels to 256 colors. Also, it is expected that, 
if the samples have been taken under the same 
conditions (light, colors, etc.), they will have 
palettes of similar colors. 

In all the cases it was possible to prove not 
only that EBC method converged but also that 
the algorithm was able to carry out the 
clustering using a unique iteration. 

If image resolution increases (that is, if 
images with larger quantity of colors are 
used), it is evident that the number of 
iterations varies from between 2 and 3, 
depending on the spreading of the colors 
presented. In all the cases, the method 
converges. 

 

4. TIME COMPONENTS OF 
SEQUENTIAL ALGORITHM 

The cost analysis, in the sequential algorithm 
code cycles, was divided as follows: 

1. Conversion time of NxN image in a set of 
P pattern. 
Tconv = k1 + 10 * N + N * N * (k2 * P + 
k3) 

2. Time to calculate similarity criteria. 
Tsim = k4 * P2+ k5*P  

3. Necessary time to order the pattern 
according to its cardinality and quantity of 
neighbors. 

Tord = k6 * P * Lg(P) 

4. Time of each iteration of sequential 
algorithm. 
Tsec = k7 * P2+ k8 * P + k9 

Where ki stands for a constant value with i= 
l..9. 

 

In the following section, the previous 
equations are represented graphically. The 
values of the constants have been fixed taking 
into account the processing of liver tissues 
samples. This implies that Tsec is evaluated 
only once. 

Figure 2 shows the graphic of the 
correspondent equation to Tconv and figure 3 
shows remaining equations. All of them are 
expressed in millions of cycles. 
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Fig. 3 

It is evident that the principal time component 
is found in Tconv, NxNxP order. Tsim and 
Tsec evaluations are of P2 order. For the 
examined images of liver tissues, in which the 
number of patterns (colors) is lower than 256, 
Tsec prevails as a second time factor. 



 

5. SUGGESTED PARALLEL 
ARCHITECTURE 

5.1. Architecture Scheme  
The suggested parallel architecture is a 
pipeline multiprocessor of 4 levels, such as 
Figure 4 shows: 
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5.2. Attainable Speed-Up. 
Attainable Speed-up is shown in Figure 4 as 
function of number of the processors in the 
first level, and having the number of 
processors of the third level as parameter, for 
256 x 256 pixel images with 256 colors. 

In figure 5, the experience is repeated with 
640 x 480 pixel images with 256 colors, 
considering N as the row number of the 
image.  

 

0

50
100
150
200

250

8 32 128 256

Nro. Proc. (R)

Sp
ee

d-
U

p S = 16
S = 32
S = 64

Fig. 4 

 

0

100

200

300

400

500

600

9 80 320 640

Nro. Proc (R)

Sp
ee

d-
U

p S=16
S=32
S=64

Fig. 5 

 

PR1 
1

P2 

PS3 



 
5.3. Performance consideration in the 
treatment of image sequences 
The performance of the suggested parallel 
architecture is a really important aspect to 
take into consideration. In the treatment of a 
single image, performance is low since the 
levels of the processors 1 and 3 cannot work 
simultaneously, all of which yields a 
significant number of idle processors.  
However, the real problem demands a 
treatment of the image sequences of the same 
liver tissue sample, so the performance 
increases notoriously since all of the pipe 
processors are active during almost all the 
process.  

Another important aspect to consider is the 
model of communication. Although an 
algorithm around a shared memory PC 
clusters (which avoids repeated transmission 
of the image) is suggested, communications 
with P2 processor and with P4 are an 
important restraint for the attainable speed-up. 
Nowadays, the implementation of an 
algorithm on a computer with SGI Origin 
2000 type with shared distributed memory is 
being studied, all of which will allow to 
optimize the cost of communication times. 

 

6. CONCLUSIONS 
Experimental results on different kind of 
images confirm the effectiveness of using 
EBC method for class based clustering, but 
the processing time increases with NxNxP 
where NxN is image resolution and P is the 
number of different patterns. 

By decomposing the sequential algorithm, we 
verified that the transformation of the pixel 
space in pattern space Tpp is the main 
component of processing time (O (N2 P)). 
The second factor (O p2) is similarity analysis 
Tsa between pixels in different patterns (O 
p2). A theoretic relationship between Tpp, 
Tsa and image resolution was set. 

By using these results we studied a parallel 
architecture, based on homogeneous 
processors and distributed memory, in order 
to solve the algorithm. Speed-Up was studied 
and some drawbacks for real implementation 
were discussed. 

At the present time, we are studying the 
scalability of the parallel solution and the 
possible migration of the algorithm to a 
multiprocessor architecture with shared 
distributed memory, thus reducing inter-
processor communication times. 
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