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The flow shop scheduling problem (FSSP) has held the attention of many researchers. In a sim­
plest usual situation, a set of jobs must follow the same route to be executed on a set of machines 
(resources) and the main objective is to optimize sorne performance variable (makespan, tardiness, 
lateness, etc.). In the case of the makespan, it have been proved that when the number of machines 
is greater than or equal to three, the problem is NP-hard. 

EC is an emergent research field, whích provídes new heurístics to problem optimízation where 
traditional approaches make the problem computationally intractable, is continuously showing its 
own evolution and enhanced approaches included latest multi-recombinative methods involving 
multiple crossovers per couple (MCPC) and multiple crossovers on multiple parents (MCMP). 

The present paper discusses the new multi-recombinative methods and shows the improvement 
of performance of enhanced evolutionary approaches under permutation and decode representation. 
Results of the methods proposed for each chromosome representatíon are here contrasted and re­
sults are shown. 
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1. INTRODUCTION. 

Evolutionary algorithms have been successfully applied to salve flow shop scheduling problems 
[18,20]. Important research has been made in evolutionary computation, to maintain a good balance 
between exploration and exploitation of solutions while searching in a problem space. New trends 
to enhance evolutionary algorithms make use of multirecombination, allowing multiple crossovers 
on the selected pair of parents. This novel approach is called multiple-crossovers-per-couple 
(MCPC) [5]. A later extension, called multíple-crossovers-on-multiple-parents allows multirecom­
bination on more than two parents [7], where instead of applying crossover once on a pair of parents 
this feature applies 111 crossover operation on a set of 112 parents. An important property of this ap­
proach is revealed when observing the final population: a11 individuals are much more centred sur­
rounding the optimum. This is an important issue when an application requires provision of multiple 
altemative near-optimal solutions. 

As FSSP is a permutation schedule problem, a permutation representation of chromosomes is a 
natural one. In this case adequate genetic operators should be used to obtain valid offspring. An­
other way to face a problem involving permutations is by using decoders (Grefenstette [10]). Under 
this approach a chromosome gives instructions to a decoder on how to build a feasible solution. 

This paper compares the performance of evolutionary algorithms under permutation and decode 
representation with diverse recombination approaches. 

2. EVOLUTIONARY ALGORITHMS IN SCHEDULING PROBLEMS. 

Evolutionary algorithms (EAs) have been successfully applied to salve flow-shop problems. Be­
cause of the flow shop is in essence a permutation schedule problem, a permutation of jobs can be 
used as the representation scheme of chromosomes. This implies the use of well-suited genetic op­
erators (crossover and mutation) in arder to provide always valid offspring. Another way to face the 
problem is by using decoders, in which case the traditional recombinative operators (one-point­
crossover, uniform crossover) could be applied. 

2. 1. PERMUTATION REPRESENTATION. 

Tsujimura et al [20] provided evidence of the performance of genetic algorithms (GAs) con­
trasted with conventional approaches using well known crossover operators such as partially­
ntapped crossover (PMX) [9], arder crossover (OX) [2] and cycle crossover (CX), [15]. Because of 
the flow-shop problem is essentially a permutation schedule problem, a permutation can be used as 
the representation scheme of chromosomes, which is the natural one for a sequencing problem. For 
example, let the k th chromosome be: Vk = [10 12 9 11]. This means that thejob sequence is}10,j¡2,h, 
.in The permutation representation, also called order representation, may lead to illegal offspring if 
the traditional one-point crossover operator is used. Consequently, during the past decades, several 
crossover operators have been proposed for permutation representation, such as the above men­
tioned PMX, OX and CX. 

Reeves [18] proposed a hybrid approach, which inserts a chromosome as a seed in the initial 
population generated by the NEH heuristic algorithm [14]. He suggested genetic operators in his 
implementation what he called o11e-cut-poínt crossover (OCPX). It consists of choosing one-cut­
point randomly, and then taking the pre-cut section of the first parent and filling up the offspring by 
taking, in the arder they appear, legal genes from the second parent. He tried two types of mutation. 
The first one is an excha11ge mutation, which was a simple exchange of two genes of the chromo­
some, chosen at random. The other, a shift mutation was a shifting of one gene (chosen randomly) 



to the right or left a random number of places. After a few experiments, Reeves observed that shift 
mutation seemed to be better than exchange. Reeves tested his GA on Taillard's benchmarks [19] 
and concluded that simulated annealing algorithms and GAs produce comparable results for the 
flow-shop sequencing problem for most sizes and types of problems, but GAs perform relatively 
better for large problems and reach a near-optimal solution more quickly. 

2.2. DECODER REPRESENTATION. 

Another way to face a problem involving permutations is by using decoders (Grefenstette [10]). 
Under this approach a chromosome gives instructions to a decoder on how to build a feasible solu­
tion. Even if decoders are mainly used in other constrained problems, we discuss a decoding 
scheme based on ordinal representation because it is easy to implement and produces feasible off­
spring under different con ventional eros so ver methods making unnecessary the use of penal ti es or 
repair functions. Here a chromosome is an n-vector where the ¡rh component is an integer in the 
range 1 .. (n-i+ 1 ). The chromosome is interpreted as a strategy to extract items from an ordered list L 
and build a permutation. For example if L = (1, 2, 3, 4) then chromosomes [3121] and [2211] are 
interpreted as permutations [3142] and [2314], respectively. 

3. MULTIRECOMBINATION 

In EAs the common approach is to operate once on each mating pair after selection. Such procedure 
is known as the SCPC (Single Crossover Per Couple) approach. But in nature when the mating pro­
cess is carried out, crossover is applied many times and the consequence is a multiple and variable 
number of offspring. 

Multiple crossover per couple (MCPC) [5] is a novel crossover method. lt was applied to optimize 
classic testing functions and sorne harder (non-linear, non-separable) functions. For each mating pair 
MCPC allows a variable number of children. It is possible to choose for insertion in the next gen­
eration the best, a randomly selected or all of the generated offspring. In those earlier works it was 
noticed that in sorne cases MCPC found better results than those provided by SCPC. Also a reduced 
running time resulted when the number of crossovers per couple increased, and best quality results 
were obtained allowing between 2 and 4 crossover per couple. However in sorne cases the method 
increased the risk of premature convergence due to a loss of genetic diversity. To overcome this 
problem further successful approaches were undertaken [6]. Moreover, seeking for exploitation of a 
greater sample of the problem space, as an extension the multi-recombination can be applied to a set 
of more than two parents. 

In Eiben's multiparent (MP) approach [3,4], offspring creation is based on a larger sample from 
the search space and consequently larger diversity is supplied. This can help to avoid premature 
convergence. Eiben used three scanning crossover (SX) methods; unifónn scanning crossover, occur­
rence based scanning and .fitness based scanning generating a single offspring. In the first method 
each gene in the child is provided from any of the corresponding genes in the parents with equal 
probability. The second selects that gene value which occurs more frequently in a particular posi­
tion of the parent's chromosomes. The third chooses the value to inherit being proportional to the 
fitness value of the parents. On different function optimization different versions of scanning cross­
over showed different behaviour. 

Following this idea and to improve performance, multiple crossovers on multiple parents 
(MCMP) allows multiple recombination of multiple parents under scanning crosso ver (SX), ex­
pecting that exploitation and exploration of the problem space be adequately balanced . 

4. EXPERIMENTS AND RESUL TS 



Experiments were divided into two main groups each one corresponding to a representation 
scheme. 

In the case of permutations and according to Tsujimura' s and Reeves's works we tested six dif­
ferent approaches contrasting the conventional and multiple recombination methods: 

• 
• 
• 
• 

• 
• 

SCPC-T, Tsujimura,s approach. Uses OX, CX or PMX . 
SCPC-R, Reeves ' s approach. Uses OCPX and insertion of seeds in the initial population . 
MCPC-T, Multiple crossovers per couple using OX, CX or PMX . 
MCPC-R, Multiple crossovers per couple using OCPX and insertion of seed in the initial 
population. 
MP, Multiple parents using controlled un(fórm sca11ning crossover (CUSX) . 
MCMP, multiple crossovers on multiple parents using (CUSX) . 

A total of 36 different experiments were designed. For each instance a series of ten runs was per­
formed. Experiments consisted of varying parameters such as the number of crossover n 1, the num­
ber of parents 112, the number of offspring to be inserted in the next generation 113 , the number of 
seeds used in the initial population n4 , and the type of crossover used. Besides all the EAs used the 
following parameter settings: 

Population size 1 00 
Crossover Probability 0.65 
Mutation Probability 0.01 
Maximum No. of Generations 100 
Elitism Yes 

In the case of decoders the experiments also used different crossover methods. They were (me 
point crossover (OPX), uniform crossover (UX), uniform sca11ning crossover (USX),jit11ess based 
scan11i11g crossover (FBSX) and suitable combinations of them. A single mutation operator, hig 
creep mutation (BCM) was used. Six different approaches contrasting the conventional and multi­
ple recombination methods were used: 

• 
• 

• 

• 
• 
• 

SCPC: Uses OPX and BCM 
MCPC-1: n1 = 2, 112 = 2, using combined OPX and UX alternatively for each crossover opera­
tion, BCM, and a single canonical decoding list L. 
MCPC-2: 111 = 2, 112 = 2, using combined OPX and UX alternatively for each crossover opera­
tion, BCM, and randomly generated decoding lists. 
MCMP-1: n1 = 4, n2 = 4, using USX, BCM, and randomly generated decoding lists . 
MCMP-2: n1 = 4, 112 = 4, using FBSX, BCM, and randomly generated decoding lists . 
MCPC-3: 111 = 4, n2 = 4, using combined USX and FBSX alternatively for each crossover op­
eration, BCM, and randomly generated decoding lists. 

All the 12 above-indicated approaches were tested for four Taillard ' s benchmarks [19] for the 
flow shop problem. Given n jobs and m machines we run the experiments for the many instances of 
each of the following (n x m) problem sizes: 20x5, 20x 1 O, 50x5, 50x 1 O. For each instance a series 
of at least ten runs was performed. All the EAs used the following parameter settings: 



Population size 100 
Crossover Probability 0.3 
Mutation Probability 0.1 
Maximum No. of Generations 600 
Elitism Yes 

As an indication of the performance of the algorithm the following relevant variables were chosen: 

Y Ebest : It is the percentile error of the best found individual when compared with the bench­
mark upper bound for the optimal makespan. It gives us a measure of how far we are from that 
upper bound. 

Y Epop: It is the percentile error of the population mean fitness when compared with benchmark 
upper bound for the optimal makespan. It tell us how far the average individual is from that up­
per bound makespan benchmark. 

Tables 1, and 2 show the results obtained for the considered performance variables for the distinct 
problem sizes under each approach. In these tables mean values for the performance variables from 
the corresponding selected instances (four to ten for each problem size) and experiments are indi­
cated. In the first column, referring to the approach used, remarks (p) and (d) indicates permutation 
or decode representation, respectively. Columns 2 to 5 show results corresponding to different 
problem sizes. Columns 6 and 7 give average results for 5 and 10 machine problems while column 
8 shows global average results. Boldfaced val u es are the best achieved. Figures 1, 2 and 3 show the 
global results of this work. 

Approach 20x5 50x5 20x10 50x10 5 Machines 10 Machines Average 

MCMP (p) 5.87 3.73 9.42 10.82 4.80 10.12 7.46 
MCMP-2 (d) 4.83 3.17 12.93 11.16 4.00 12.04 8.02 
MCPC-R (p) 6.07 3.55 9.12 10.42 4.81 9.77 7.29 
MCPC-2 (d) 5.31 3.64 13.96 12.00 4.47 12.98 8.73 
SCPC-R (p) 7.25 4.88 11.60 12.63 6.07 12.12 9.09 
SCPC (d) 8.37 5.41 18.25 14.29 6.89 16.27 11.58 

Table l. Mean Ebest values for each problem size under each approach 

Table 1 indicates that the difficulty to find near optimal solutions increases as long as the ratio 
n/m decreases. Consequently, for any of the evolutionary approaches considered, a better perform­
ance is observed for problem sizes including 5 machines than those including 1 O machines. 
As it can be observed best results corresponds to multirecombinated approaches (MCMP-2, and 
MCPC-R), but permutation representation outperforms decode representation. And this behaviour is 
clearer in the average for all problem sizes. 



Approach 20x5 50x5 20x10 50x10 5 Machines 10 Machines Average 

MCMP (p) 7.87 4.40 10.80 11.30 6.14 11.05 8.59 
MCMP-2 (d) 10.47 9.88 20.27 20.97 10.17 20.62 15.39 
MCPC-R (p) 9.20 4.60 10.97 11.10 6.90 11.04 8.97 
MCPC-2 (d) 15.37 11.98 25.24 23.01 13.68 24.13 18.90 
SCPC-R (p) 12.30 6.33 15.30 14.85 9.32 15.08 12.20 
SCPC (d) 27.04 18.33 36.50 28.37 22.68 32.44 27.56 

Table 2. Mean Epop values for each problem size under each approach 

As it can be observed in table 2 best Epop results corresponds again to multirecombinated ap­
proaches (MCMP and MCPC-R), both corresponding to permutation representation. 

S.CONCLUSIONS. 

This work introduced latest variants of multi-recombinative approaches, MCPC and MCMP, ap­
plied to the Flow Shop Scheduling Problem. Both approaches were tested under different chromo­
some representation: permutations and decoders. Two groups (one per representation) of six vari­
ants of considering SCPC, MCPC and MCMP, with adequate crossover and mutation operations, 
and parameter settings were contrasted. All the evolutionary approaches were tested for many in­
stances of selected FSSP problem sizes. 

At the light of these results we can conclude that: 

• All methods including multirecombination outperform SCPC regarding quality of results (best 
and average individuals) and speed to find near optimal solutions. 

• Under permutation representation better results than those obtained under decode representa­
tion, are provided. 

As a consequence, further research will include self adaptation of parameters, population size and 
probabilities of crossover with permutation representation. 
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