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Abstract. . This research allow to infer that from seismic section and well data 
it is possible to determine velocity anomalies variations in layers with 
thicknesses below to the seismic resolution using neuronal networks. 

1. Introduction 

The intelligent systems [Holland et al., 1987; Towell & Shavlik, 1994; García-
Martinez & Borrajo, 2000, Grosser et al., 2005] have shown to be very useful in 
prospective problems in which other approaches have failed. The neuronal networks 
as a particular case of intelligent systems [Hertz et al., 1991; Rich & Knight, 1991; 
Setiono & Liu, 1996; Yao & Liu, 1998], have given promising results in fields like: 
modeling, analysis of time series, patterns recognition among others [Dow & Sietsma, 
1991; Gallant, 1993; Back et al., 1998]. In the field of the geosciences this type of 
systems has contributed with conventional and no conventional developments of 
interpretation and processing [Heggland et al., 1999a; 1999b; 2000; An & Moon, 
1993; Johnston, 1993; Wang & Huang, 1993; Ping, 1994; Cai, 1994; Huang & 
Williamson, 1994; Zhang et al., 1995a; 1995b, Sun et al., 2001; Deker et al., 2001; 
Chengdang, 1993].  
One open issue in high resolution inversion is that there is no way to obtain from 
seismic data the top and the base of a geologic formation with a thickness under 15 
meters (approximately). Considering that the observed seismic trace can be seen as 
the real component of a complex trace, attributes as envelope amplitude, phase and 
frequency can be separated and calculated. Each one of these attributes and the 
combination of them could show the characteristics and petrophisical variations of the 
rock.  
One of the petrophysical characteristics is the lateral velocity variation. These 
velocity variations can be inferred through a neuronal network having as input wells 
synthetic data and the calculation of the trace attributes as envelope amplitude, phase 
and frequency on an interpreted seismic horizon.  
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2. Treatment of the Data 

For the experimental treatment it has been started from a synthetic geologic model. 
From this synthetic geologic model it has been calculated a synthetic seismic section 
(direct method). A synthetic geologic model of parallel layers was used. Gas velocity 
and petroleum velocity have been assigned to some of these layers. As it is observed 
in Figure 1, we have five layers, the third layer (yellow) is around ten meters of 
thickness. This layer has lateral and vertical velocities variation (Table 1).  

 

 

Fig. 1. Geological Model 

 

Table 1.  Velocity field 
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In Table 1 DIST is the distance from the origin, VTOP is the velocity of the top of 
layer, VBOT is the velocity of the base of layer, DTOP is the density of the top of the 
layer and DBOT is the density of the base of the layer. The involved densities has 
been calculated with Gardner equation [Gardner et al., 1974]. This geological model 
is used in the sinthetic sismic section calculation. (Figure 2).  

 

 

Fig. 2. Synthetic Seismic Section 

The used parameters for the processing of the synthetic seismic section and for  
wavelets calculation are showed in Table 2. Due to the frequency content in the 
synthetic seismic section, it is impossible to determine the top and the base of the 
objective horizon. The velocity variation on the real horizon is in Fig. 3. 
  

 Start Trace 1 
 End Trace 91 
 Trace Increment 1 
 Trace Amplitude 1.00 
 Sample Rate 2.00 
 Start Shot Pt. 70.00 
 End Shot Pt. 160.00 
 Shot Pt. Space 98.52 
 Shot Pt. Incr. 1.00 
 Wavelet ORMSBY 
 Frecuency 1 5.0 
 Frecuency 2 8.0 

 Frecuency 3 16.0 

 Frecuency 4 32.0 

  Phase (M=min) 0.0 

Table 2.  Wavelette and parameters used in the calculation of the Synthetic Seismic Section 
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Fig. 3. Velocity variation on the Real Horizon 

3. Model Based Inversion  

In model based inversion [Russell, 1988; Treitel et al., 1993; 1995; Stewart et al., 
1984], the synthetic seismic data and the data of three wells (Well 1, Well 3 and Well 
4) was process in a conventional way to calculate an initial velocities model. The 
initial model (Figure 4) has been taken from a seismic interpretation over a horizon 
near the target. 
 

 

Fig. 4. Inicial Model 
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When the initial velocities model is finished, this model trace would differ from the 
original seismic trace (fig. 2). Then least squares optimization makes the difference 
between the original trace and the model as small as possible. The result shown in 
figure 5 was reached after 50 iterations. This figure shows the velocity variation given 
by the model-based inversion in the target horizon. The result show that the model 
based inversion discriminates two low velocity zones in well2 and well3 (2150 
mseg.).  
 

 

Fig. 5. Velocity variation on the target Horizon (Model Based Inversion) 

4. Artificial Neuronal Network Based Inversion 

In this approach an artificial neuronal network was applied to an interpreted horizon 
with a Feed Forward Back Propagation algorithm [Freeman & Skapura; 1991, 
Haykin, 1998], defined with nine neurons of input, a hidden layer of five neurons and 
one neuron of output. The neuronal network design can be appreciated in figure 6 
with their inputs and outputs. 
The input data include the seismic interpretation, seismic attributes calculated from 
the interpreted horizon. The desired data was the velocity of the Wells from “Well1”, 
“Well2” and “Well4” (the same input data than the model based inversion). In order 
to calculate the velocity in each trace with less than 1% error and 1000 iterations, the 
neuronal network has been trained with the three mentioned wells. The velocity as a 
Shot Point function (SP) and CDP´s has been represented in figure 7. 
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Fig. 6. Artificial Neuronal Network Design 

 

 

Fig. 7. Velocity variation on the target Horizon according to Artificial Neuronal Networks 

It has been compared the velocity variation calculated from Model based inversion 
versus the one processed from artificial neuronal networks (figure 8), it is possible to 
observe that the neural net has been able to discriminate two low velocity zones. First 
one is between CDP's 22 and 37, corresponding the Well 2, and second between 
CDP's 52 and 70, corresponding the Well 3. It is important to emphasize that this last 
zone has been predicted by the neural network successfully because the Well3 has not 
been used for the training of the network, this can be corroborated observing the field 
of velocities given in Table 1. The intervals between 2500m to 3000m and 5500m to 
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6000m, the top velocity of the yellow horizon it is 3380m/seg, associated to the 
Wells2 and Well3 respectively. 
 

 

Fig. 8. Comparison of Velocity variation on the target horizon 

5. Conclusions 

The experimental goal was to obtain the velocity variation with: [a] the data of the 
seismic interpretation, [b] the calculated seismic attributes in the interpreted seismic 
horizon (amplitude, instantaneous frequency, instantaneous phase, transformed 
hilbert, amplitude envelope, seismic trace) and [c] the well data. The neural net was 
able to discriminate better the low velocity as is observed in the Well3. This result 
allow us to infer that it is possible to discriminate velocity variations, acoustic 
impedances or any other well curve throughout a section of seismic cube using neural 
net. 
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