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We study the magnetic properties of two types of one-dimensional XX spin-1
2 chains. The first type has only

nearest-neighbor interactions which can be either antiferromagnetic or ferromagnetic, and the second type has
both nearest-neighbor and next-nearest-neighbor interactions, but only antiferromagnetic in character. We study
these systems in the presence of low magnetic fields both analytically and numerically. Comparison of results
shows a close relation between the two systems, which is in agreement with results previously found in
Heisenberg chains by means of a numerical real-space renormalization-group procedure.
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I. INTRODUCTION

One-dimensional quantum spin systems have been exten-
sively studied over the last years.1 In particular, randomness
has a profound effect on their physical properties and is al-
ways present in real systems through impurities or structural
disorder. It can even produce singular behaviors in the mag-
netic properties, not observed in pure systems. The study of
disordered systems has thus attracted a lot of attention from
both experimental and theoretical sides. In particular, when
quenched disorder dominates the large-scale physics, two
kinds of situations arise: the system scales either to an infi-
nite disorder fixed point, such as in the case of the random
antiferromagnetic S=1/2 Heisenberg chain, or to a strong
disorder fixed point, such as Griffiths phases in quantum
models �see Ref. 2 for a complete description and references
therein�. Consequently, one of the main motivations to study
disordered quantum spin chains is the possibility of classify-
ing their behavior in universality classes associated with dif-
ferent regions in their phase diagrams.3,4

In the last few years, numerical works3–5 have shown that
the thermodynamic properties of disordered Heisenberg
chains with nearest-neighbor �NN� and next-nearest-
neighbor �NNN� couplings, both antiferromagnetic, are very
similar to those found in disordered chains with only NN
couplings which can be either antiferromagnetic or ferro-
magnetic. In fact, it was shown that under the real-space
renormalization-group �RSRG� approach introduced in Ref.
6 the former systems flow to a fixed point characterized as a
chain with only NN couplings in a given distribution, taking
both antiferromagnetic and ferromagnetic values.

More specifically, let us consider a Heisenberg chain with
Hamiltonian

H = �
i

�JiS� i · S� i+1 + Ji�S
�

i · S� i+2� , �1�

where S� i are spin-1
2 operators and the couplings Ji�0 and

Ji��0, both antiferromagnetic, follow the probability distri-
butions P�Ji� and P�Ji��. Let us review the arguments of Refs.
3 and 4. If we consider the adjacent spins that are coupled by
the strongest bond �say, the spins 3 and 4 in Fig. 1� and its

neighbors, we are left with a problem whose Hamiltonian
can be written as

H = H0 + HI + Hrest, �2�

where

H0 = J34S�3 · S�4, �3�

HI = J23S�2 · S�3 + J45S�4 · S�5 + J35� S�3 · S�5 + J24� S�2 · S�4, �4�

and Hrest corresponds to all other spins that are not coupled
to spins 3 and 4.

The sole consideration of H0+HI is enough to determine
the effective interaction between the spins 2 and 5, as
follows.4,6,7 The ground state for the Hamiltonian H0 is a
singlet with energy E0=− 3

4J34 while excited triplet states
have energy E1= 1

4J34. Since J34 is the largest bond, one can

take HI as a perturbation. Regarding S�2 and S�5 as external
operators, a second-order perturbation calculation gives an
effective Hamiltonian describing the low-energy sector �we
consider only the coupling generated between 2 and 5�

E = −
3

4
J34 −

3

16J34
��J23 − J24� �2 + �J35� − J45�2�

+
�J23 − J24� ��J45 − J35� �

2J34
S�2 · S�5. �5�

From this result one can remove the spins S�3 and S�4 from the
original Hamiltonian, replacing them by an effective NN

coupling J̃25,

FIG. 1. Schematic picture of a disordered-antiferromagnetic
NN-NNN chain.
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J̃25 =
�J23 − J24� ��J45 − J35� �

2J34
, �6�

between S�2 and S�5.
Following this RSRG decimation procedure one ends up

with a NN spin-1
2 chain in which effective interactions like

J̃25 can be ferromagnetic. Notice that when the NNN cou-
plings are very weak compared to the NN couplings the fer-
romagnetic effective interaction is unlikely to appear. On the
contrary, for strong NNN couplings, the RSRG method does
generate effective ferromagnetic couplings and the system
flows to a phase controlled by large effective spins at low
energies.4

It is the aim of the present paper to further understand the
connection between these and related systems in more gen-
eral situations. In particular we are interested in comparing
the magnetic properties of easy-plane XX spin-1

2 chains in
the presence of uniform magnetic fields. Notice, however,
that in the Heisenberg model the properties can be often
different.8–10 Even in the pure case, the Heisenberg model
exhibits a plateau at M =1/3 that is not present in the XX
model.11 Related results, like a study of the correlation func-
tions in the random spin-1

2 XX chain can be found in Ref. 12,
whereas a detailed analysis of the Griffiths phase and a phe-
nomenological scaling theory can be found in Ref. 13.

We first study analytically the magnetic properties of
quantum XX spin-1

2 chains with antiferromagnetic and ferro-
magnetic NN interactions, using an elegant argument relating
magnetization with random walk problems14 �see details in
the Appendix�. In a second step we implement a numerical
self-consistent method based on a mean-field
approximation,15 which allows for analyzing quantum XX
spin-1

2 chains with NN and NNN interactions, to be applied
in the antiferromagnetic case. Finally, common features
found in these spin systems are discussed.

The structure of the paper is the following. Analytical
results derived from the random walk argument are presented
in Sec. II for homogeneous and dimerized disorder in anti-
ferromagnetic NN chains, as well as novel results for dimer-
ized distributions of antiferromagnetic and ferromagnetic
couplings in NN chains. The self-consistent numerical
method is presented in Sec. III, then tested on pure �ordered�
NNN antiferromagnetic chains in Sec. IV, and finally applied
to the NNN disordered case in Sec. V. Numerical results are
compared with exact diagonalization for small chains, up to
24 spins, at each step. The comparison between both types of
chains, summary, and conclusions are presented in Sec. VI.

II. ANALYTICAL TREATMENT FOR NN SPIN-1
2

CHAINS

In this section we study analytically the magnetization of
one-dimensional spin-1

2 systems with NN interactions whose
Hamiltonian in the XX model is

H = �
i

Ji�Si
xSi+1

x + Si
ySi+1

y � − h�
i

Si
z, �7�

where Ji are random nearest-neighbor couplings �either anti-
ferromagnetic �AF� or ferromagnetic �F�� and h is a uniform

magnetic field. By means of the Jordan-Wigner
transformation16

Si
+ � ci

†ei��i,

Si
− � e−i��ici,

Si
z � ci

†ci −
1

2
, �8�

where �i��l=1
i−1cl

†cl, we can rewrite this Hamiltonian in
terms of spinless fermionic operators

H = �
i

ti�ci
†ci+1 + H.c.� − h�

i

ci
†ci �9�

�in this section we use t=J /2�. Notice that the magnetic field
acts as a chemical potential for the fermions.

We start with the study of the homogeneous disordered
case where the couplings follow a homogeneous distribution
�P�ti�= P�tj�∀ i , j�. Following the argument presented in Ref.
14 one can introduce a random variable vi which follows a
finite-range random-walk evolution between reflecting and
absorbing barriers. Details are outlined in the Appendix. The
relevant quantity to compute here is the number of one-
particle eigenstates, N�E�, with energies below E, which for
low energies is related to the average number n̄ of steps
necessary for vi to complete a diffusion cycle from the re-
flecting barrier to the absorbing one. The relation between
them is17

N�E� =
1

2n̄
+

1

2
. �10�

In the present case one gets n̄��vmax−vmin�2 /�2, where �2 is
the variance of the coupling distribution P and vmin and vmax
are the position of the barriers, rendering

N�E� �
1

2	1 +
�2

�ln �t̃/E�2�2
 , �11�

where t̃ is the average of positive AF couplings. This result
indeed describes the magnetization of the spin system �7�.
We write the mean magnetization m in terms of fermionic
variables using the Jordan-Wigner transformation

m = ��
i

Si
z� = �

i

�
ci
†,ci� − 1/2� , �12�

in order to exhibit the relation between magnetization and
fermion filling. Recalling that the magnetic field acts as a
chemical potential and regulates the fermion filling, for low
magnetic field we finally obtain a mean magnetization per
site

M�h� �
1

2	 �2

�ln �t̃/h�2�2
 �13�

�here M =2m /N, with N the number of spins in the chain, is
normalized to 1 at saturation�.

Now we turn to the case of dimerized inhomogeneous
distributions ��Podd�ti� for odd sites i different from Peven�tj�
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for even sites j�. The result above was suitably generalized in
Ref. 18 for this case: the random variable ui undergoes a
random walk with diffusion coefficient D and a driving force
F given by

D =
1

2
�varodd

2 �ln�ti
2�� + 2vareven

2 �ln�tj
2��� , �14�

F = 
ln�ti
2��odd − 
ln�tj

2��even, �15�

where “var” stands for the variance of the corresponding
distribution. The average number of steps for a diffusion
cycle to be completed behaves now as n̄�e��umax−umin�/2.
Then the magnetization of the system is seen to follow a
power law

M�h� � h�, �16�

with �= 2F
D .

In what follows we generalize this procedure to study the
system of interest here—namely, a disordered spin-1

2 chain
with AF and F NN interactions. Let us consider the following
binary coupling distribution:

P�ti� = xPF�ti� + �1 − x�PAF�ti� , �17�

with weight x for F couplings and 1−x for AF ones, com-
bined with dimerization in the sense described above �both
PF and PAF are different for even and odd sites�. A similar
pattern for disorder was proposed in recent numerical
studies.3,4

We can again map the system onto a random-walk prob-
lem with driving force and appropriate barriers. In particular
the driving force can be written in terms of the single distri-
bution parameters as

F = x
ln��tiodd
�2/�tieven

�2��F + �1 − x�
ln��tiodd
�2�tieven

�2��AF,

�18�

where odd and even subindexes indicate the distribution to
be used for disorder average.

Notice that even under the strong hypothesis that both
single distributions are dimerized �inhomogeneous�,


ln��tiodd
�2/�tieven

�2��F � 0

and


ln��tiodd
�2�tieven

�2��AF � 0,

the competition between AF and F couplings can eventually
cancel the driving force, under the condition


ln�tiodd

2 /tieven

2 ��AF = x�
ln�tiodd

2 /tieven

2 ��AF − 
ln�tiodd

2 /tieven

2 ��F� .

�19�

Our detailed analysis corresponds to the general assertion
that the transition point is characterized by the condition14


ln�tiodd

2 �� = 
ln�tieven

2 �� . �20�

In this sense, similar results were obtained in Ref. 13 for
binary distributions.

Equation �19� shows that there are two phases present in
the system. For the coupling distribution in Eq. �17� we have
that, at least for low magnetic field h, the magnetization fol-
lows a power law M �h� in most of the parameter space,
while there exists a line, with x satisfying Eq. �19�, where the
magnetization is logarithmic in h, M � 1

ln �h2�2 .

It is important to stress that in the power-law regime the
dynamical exponent � can be larger or smaller than 1. For
the present case it is still given by 2F /D where F and D are
computed as in Eqs. �15� and �14� but with the binary even
and odd distributions in Eq. �17�. When the disorder param-
eter (in this case var�ln�t2��) is small and the dimerization is
no longer considered, the dynamical exponent turns out to be
larger than 1. In contrast, when the disorder is stronger the
dynamical exponents take values smaller than 1 and the mag-
netic susceptibility displays a singularity at the origin. It is
worth pointing out that this behavior was also reported in
RSRG studies in dimerized NN chains.19

III. NUMERICAL SELF-CONSISTENT TREATMENT FOR
ANTIFERROMAGNETIC NNN SPIN-1

2 CHAINS

In this section we consider a spin-1
2 XX Hamiltonian in

d=1 with both NN and NNN AF position-dependent interac-
tions under a uniform magnetic field—namely,

H = �
i=1

N

�Ji�Si
xSi+1

x + Si
ySi+1

y � + Ji��Si
xSi+2

x + Si
ySi+2

y �� − h�
i=1

N

Si
z,

�21�

where N is the number of spins in the chain and periodic
boundary conditions are assumed. The inclusion of NNN
couplings does not allow one to apply the analytical proce-
dure used above. We then perform a numerical self-
consistent mean-field �SCMF� study of this system.

We first review the procedure proposed in Ref. 15 and then
apply it to the present case. In terms of the fermion operators
in Eq. �8� this Hamiltonian reads

H = �
i=1

N
Ji

2
�ci

†ci+1 + H.c.� + �
i=1

N
Ji�

2
�e−i�n̂i+1ci

†ci+2 + H.c.�

− h�
i=1

N 	ci
†ci −

1

2

 . �22�

First, in order to enable a single-particle treatment of H, we
approximate the local fermionic occupation numbers n̂i
=ci

†ci by their expectation values in an arbitrarily chosen
initial state to be varied and determined self-consistently.
The local parameters ni satisfy the constraint �i=1

N �ni−1/2�
=m, with m the system magnetization. Then, in this MF ap-
proximation the Hamiltonian can be written as a quadratic
form

HXX
�MF���ni�� = �

i,j
ci

†Jij��ni��cj , �23�

where
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Jij��ni�� =�
Ji

2
if i, j are NN,

Ji�

2
ei�ni+1 if i, j are NNN,

0 otherwise.
�

We have omitted the Zeeman term h�i=1
N �ci

†ci−
1
2

� as, being
diagonal, it can be added later on.

It is our aim to find an approximation to the actual ground
state �g.s.� at a given magnetization m. Thus, we estimate
this state in the MF Hamiltonian �23� by solving the one-
particle spectrum and filling the lowest energy levels to sat-
isfy the constraint �i=1

N �ni−1/2�=m. Then, we compute a
new set of local parameters ni�= 
g.s.�ci

†ci�g.s.� which we use
again as input for Eq. �23�. Iterating this procedure, we fi-
nally obtain a fixed-point configuration of occupation num-
bers ni���np��=np.

Specifically, the quadratic Hamiltonian can be written in
diagonal form

H = �
k=1

N

��k�dk
†dk, �24�

where the operators ci are related to dk by the unitary trans-
formation

ci = �
k

dk�Q†�ki, �25�

where Qik is the matrix of eigenvectors of Jij��ni��. Using
standard methods20 we can easily compute the eigenvalues
��k� of HXX

�MF���ni�� and eigenvectors Qik for fairly large spin
systems. The set of dk satisfies fermion anticommutation re-
lations �dk ,dk�

† �=�k,k� and the total fermion number is con-
served

Nf = �
i=1

N

ci
†ci = �

k=1

N

dk
†dk. �26�

So the ground state with magnetization m in the diagonal
basis is given by

�g.s.� = �
k=1

m+N/2

dk
†�0� . �27�

In this state the energy at zero temperature �for zero mag-
netic field� is simply given by

Eg.s.�m,0� = �
k=1

m+N/2

��k� , �28�

whereas for h�0 the total energy is shifted as Eg.s.�m ,h�
=Eg.s.�m ,0�−hm. The magnetization curve m�h� can finally
be obtained by minimizing the energy Eg.s.�m ,h� for different
given magnetizations.

IV. RESULTS FOR THE PURE CASE

We have tested the SCMF procedure in a pure �ordered�
J-J� XX model using chain lengths of up to the order of 100
spins and compared its results with those found by exact
diagonalization in smaller chains. In Fig. 2, we show the
magnetization behavior under a magnetic field for J� /J
=0.6 which clearly indicates the existence of a magnetization
plateau at M =0.

This initial plateau shows up only in a narrow region of
J� /J which in the SCMF approximation was estimated
within the bounds 0.55�J� /J�0.75. No subsequent pla-
teaus were observed in the system. Notice that in other mod-
els �e.g., the XXZ model11� there is a plateau at M =1/3;
however, this not the case in the XX situation.

To lend further support to our SCFM approach, we com-
pared the above results with those obtained in smaller sys-

FIG. 2. Magnetization curves for pure chains
with L=102 and L=84 sites both with J� /J=0.6.
For M =0 there is a magnetic plateau.
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tems using exact diagonalization.21 In Fig. 3 we exhibit the
magnetization curve obtained by the Lanczos technique us-
ing chains of 12, 18, and 24 spins, where an M =0 plateau
also emerges at J� /J=0.6. The regime where this plateau
appears turns out to be slightly higher than that found with
the SCMF approximation. This can be observed in Fig. 4,
where we span the magnetic phase diagram. The latter is a
compact form of representing conventional magnetization
curves in a wide region of coupling parameters. Here, each
line stands for a critical field above which the magnetization
is increased by flipping one spin. For example, the magneti-
zation plateaus of Fig. 3 are contained completely within a
vertical line of Fig. 4 fixed at J� /J=0.6 �in passing, it is
worth checking out that our saturation fields—highest lines
of Fig. 4—closely follow their thermodynamic limit expec-
tations, specifically hsat /J=1−J� /J for J� /J	1/4 and
hsat /J=J / �8J��+J� /J otherwise�. In agreement with our
SCMF expectations, we can see that the first critical field

�lowest line of each studied length� is higher in the region
0.5�J� /J�0.75 where the M =0 plateau is favored and size
effects become substantially reduced.

V. RESULTS FOR THE DISORDERED CASE

We now apply the SCMF procedure to our main
interest—namely, disordered antiferromagnetic XX chains
with a Hamiltonian given by Eq. �21�. In this case Ji and Ji�
are random NN and NNN coupling exchanges, respectively.
For concreteness, let us consider Gaussian distributions of

exchanges P�Ji�
e−�Ji − J̄�2/2�2
with mean value J̄=J�0 for

NN couplings, J̄=J��0 for NNN couplings, and the same
disorder strength � in both cases. We explicitly eliminate the
negative couplings in the Gaussian tail, so as to work with a
totally antiferromagnetic normalized distribution of cou-
plings. We compute numerically the chain magnetization by
averaging over many disorder realizations. Typically we con-
sidered over 200 samples with periodic boundary conditions
and random sets of initial fermionic distributions.

We focused particular attention on low magnetic fields, so
as to detect possible singularities near h=0 as those observed
in disordered NN chains.18 In Fig. 5 we display the magne-
tization curve for 102 spins with J� /J=0.6 and � /J=0.5.
Notice that the magnetization plateau observed in the pure
case ��=0� is now totally suppressed. In fact, all studied
values of � suggest that the plateau of the pure system is
unstable under disorder. This observation was also corrobo-
rated in smaller systems after diagonalizing them exactly
over 100 disorder realizations. In Fig. 6 we show for com-
parison the magnetization curves obtained for the same val-
ues of J, J�, and �. On the contrary, the magnetization re-
mains finite and drops quickly to zero at zero field. Actually,
the magnetic susceptibility �= �M

�h exhibits a divergence at
h=0, as shown in Fig. 5.

A thorough exploration of the mean values of NN and
NNN couplings and disorder strength shows that the low-
field magnetization curve shows a behavior compatible with
a power law M�h��h� in most of the parameter space, ex-
cept in a small region J� /J�10−4 where M decreases in a
logarithmic form M � 1

�ln�h2��2 . In the power-law region an

exponent �	1 is obtained for disorder strength � /J�0.3,
corresponding to a singularity in the zero-field magnetic sus-
ceptibility. For � /J�0.3 the magnetization decreases with
an exponent � generally larger than 1. Power-law exponents
were estimated by fitting the slope in a log-log plot of the
magnetization curve, while the logarithmic behavior is
clearly observed plotting M−1/2 vs log�M�.

In Fig. 7 we show a schematic diagram of our SCMF
numerical results. The dashed zone denotes a logarithmic
behavior, and the light gray region represents a power-law
behavior decrease of M with exponent �	1, whereas in the
gray zone this exponent is larger than 1. For the ordered case
�=0 we show a bold line representing the magnetic plateau
at M =0 within 0.55	J� /J	0.75.

We can finally compare the low-field behavior of disor-
dered antiferromagnetic NNN chains with those found in dis-
ordered NN AF-F chains �Sec. II�. We can stress that both

FIG. 3. Magnetization curve for small pure chains with J� /J
=0.6, obtained by exact diagonalization. There is a clear plateau at
M =0.

FIG. 4. Magnetic phase diagram for pure chains with L=24
�solid lines�, 18 �dashed lines�, and 12 �dotted lines� spins. As ex-
plained in the text, a vertical line at a given value of J� /J contains
the whole magnetization curve associated with that parameter. In
particular, within the regime 0.5�J� /J�0.75 the lowest critical
field hc evidences the appearance of an M =0 plateau.
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systems have two phases: a dominant one characterized by a
power-law magnetization behavior and a small region of the
parameter space where that behavior is close to logarithmic
type. Moreover, in the power-law regime both systems can
develop singular or smooth zero-field magnetic susceptibili-
ties.

VI. SUMMARY AND CONCLUSIONS

In the first part of this work we studied analytically XX
spin-1

2 chains with random NN interactions, both antiferro-

magnetic and ferromagnetic, by suitably extending the analy-
sis based on a random-walk problem presented in Ref. 14.
We have distinguished three regions in the parameter space
with different low-magnetic-field behavior: singular power
law M 
h� with �	1, smooth power law with ��1, and a
logarithmic dependence 


1
�ln�h2��2 . The second part discusses

an alternative approach to random antiferromagnetic spin-1
2

chains which allows for NN and NNN interactions, using a
numerical self-consistent mean-field method adapted from
Ref. 15. As for the NN chains analyzed before, we have

FIG. 5. Magnetization curve for a disordered chain with L=102 sites and J� /J=0.6, averaged over 150 samples. The magnetization drops
quickly to zero, rendering a singular magnetic susceptibility at zero field, as shown in the bottom right panel. In the top right panel we show
the corresponding log-log plot and a fit of the slope representing the exponent �. Symbol size in left panel was chosen to represent the error
bars.

FIG. 6. Exact magnetization curves of disordered chains aver-
aged over 100 samples for L=24, 18, and 12 spins �solid, dashed,
and dotted lines, respectively; notice that averages were taken over
the critical fields, not over the allowed magnetization values, so the
curve is not smoothed�. J, J�, and � are taken as in Fig. 5. The inset
denotes the standard deviations �h of the corresponding critical
fields.

FIG. 7. Schematic diagram of the low-field results obtained for
disordered NNN chains. In a tiny �dashed� region the magnetization
is logarithmic like. In contrast, in most of parameter space the mag-
netization follows a power law, with larger disorder leading to sin-
gular susceptibility �light gray region� and small disorder leading to
smooth magnetization �gray region�. A plateau at M =0 is present
only in the absence of disorder.
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found three phases in these systems, the dominant one being
a power-law dependence of the magnetization with low ex-
ternal field in most of the parameter space. Also, a logarith-
mic dependence of the magnetization was found just within a
small region of parameters.

Our results show that the two systems have similar low-
energy properties. A similar analogy has been found in the
study of the same two systems for the Heisenberg �SU�2��
version.3,4 In both of them there are three phases and most of
the parameter space is dominated by a power-law depen-
dence of M�h�. Both systems also show a small region where
the magnetization displays the same kind of logarithmic sin-
gularity. In both systems the power-law region follows a dy-
namical exponent ��1 for weak disorder, thus yielding a
well-behaved magnetic susceptibility. On the contrary, strong
disorder yields exponents smaller than 1 and consequently
the susceptibility becomes singular at h=0. This later behav-
ior has been also found in dimerized spin-1

2 chains with dis-
ordered NN interactions.19
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APPENDIX: THE RANDOM-WALK ARGUMENT

In this appendix we summarize the random-walk argu-
ment developed in Ref. 14 for studying a disordered quan-
tum chain. We consider the disordered one-dimensional
tight-binding spinless fermion model

H = �
i=1

N

ti�ci
†ci+1 + ci+1

† ci� , �A1�

related to XX spin chains as described in Sec. II. The hopping
amplitudes ti follow a given position-independent probability
distribution P�ti�. The aim of the argument is to relate the
spectral distribution of one-particle states of this system to
P�ti�.

As a first step one looks for one-particle solutions of the
Schrödinger equation in the form

��� = �
i

uici
†�0� , �A2�

with energy E. For the state coefficients ui one finds the
recurrence relation

ui−1Ji−1 + ui+1Ji = Eui, �A3�

which after changing variables to


i � ui−1ti−1/ui �A4�

reads


i+1 =
Ji

2

�E − 
i�
. �A5�

The key ingredient, proved in Ref. 17, is that the last term 
N
in the sequence can be parametrized by a phase monotoni-
cally increasing with E, so that the number of eigenstates
with energy below E satisfying appropriate boundary condi-
tions is given by the number of positive terms in the se-
quence �
i�. We call N1p�E� the ratio between this number
and the number of sites in the chain. The sequence is indeed
evident for E=0: �
i� follows the alternating pattern ����
����¯, and N1p�E=0�=0.5.

The second step is then to describe the sequence �
i� for
low energies. We start with E=0, where we can concentrate
only in the positive terms—say, at even sites—and analyze
their magnitude. Iterating Eq. �A5� and taking logarithms we
have

ln�
2i� = ln��t2i−1/t2i−2�2� + ln�
2i−2� , �A6�

so that the variable v2i� ln�
2i� describes a random walk
with drift force ln��t2i−1 / t2i−2�2� and the position index 2i as
time evolution parameter. Moreover, since the probability
distribution for ti is translation invariant, the average dis-
placement is zero,


v2i − v2i−2� = 0, �A7�

while the average squared displacement is given by


�v2i − v2i−2�2� = 
�ln��t2i−1/t2i−2�2��2� � 2�2. �A8�

In the thermodynamic limit N→�, the random-walk prob-
lem can be represented by a diffusion process. One approxi-
mates the index 2i by a continuous variable t and introduces
��v , t� as the probability density for v�t�. This probability
density follows the diffusion equation

2
���v,t�

�t
= �2�2��v,t�

�v2 . �A9�

Using these results we can now analyze the sequence �
i�
for small E�0. Iterating Eq. �A5� one finds


2i = 	 t2i−1

t2i−2

2


2i−2
�1 − E/
2i−2�

1 +
�E
2i−2 − E2�

t2i−2
2

. �A10�

Under the conditions

E � 
 � t2i−2
2 /E , �A11�

one gets essentially the random-walk behavior in Eq. �A6�.
Then v follows a random walk in the range

ln�E� � v � ln�t̃2/E� , �A12�

where t̃ is the average value of the distribution �ti�. This
situation can be approximately described as a random walk
with barriers: a quick analysis of signs in Eq. �A10� shows
that the lower one, at 
2i�E, is an absorbing barrier while
the upper one, at 
� t̃2 /E, is a reflecting barrier. The sto-
chastic evolution for 
i can be thus depicted as the following
cycles: 
 alternates signs with random magnitude; whenever
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 gets close to t̃2 /E, it simply “reflects” down, but when it
gets close to E, it is “absorbed,” in the sense that sign alter-
nation is broken, a double sign �� shows up, and the mag-
nitude of the altered positive term is of the order of t̃2 /E. The
number of positive terms 
i is then N /2 plus the number of
complete cycles ending in the absorbing barrier.

As the last step, we calculate the average value n̄ of steps
necessary for completing a cycle. The barriers can be imple-
mented by boundary conditions on the diffusion process as

	 ��

�v



v=vmax

= 0 �A13�

and

���v=vmin
= 0, �A14�

where vmin and vmax are the limits for v in Eq. �A12�. Let

P�n� = �
vmin

vmax

��v,t�dv �A15�

be the probability that v remains between vmin and vmax; then,
n̄ can be computed as

n̄ = �
0

�

n	−
dP

dn

dn . �A16�

It is straightforward to obtain

n̄ =
�
v�2

�2 , �A17�

where 
v=vmax−vmin.
Counting positive signs in the sequence �
i� renders

N1p�E� as

N1p�E� − N1p�0� = N1p�E� −
1

2
=

1

2n̄
. �A18�

The result in Eq. �A17� allows us to give expressions for the
integrated density of states,

N1p�E� �
1

2	1 +
�2

�ln �J̃/E�2�2
 , �A19�

and normalized density of states,

��E� =
dN1p�E�

dE
�

2�2

E

1

�ln �J̃/E�2�3
�

2�2

E�ln E2�3
.

�A20�

Extensions of the above argument to nonhomogeneous
distributions are provided in the main text.
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