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Abstract.

Multi-Criteria Decision Analysis (MCDA) is a usual
activity among organisations and decisions related
people’s activities. Due to the complexity of calesing
multiple criteria, to select an alternative is anfidvial
task. From operative levels to managerial ones, @D
implemented by using several (formal and informal)
techniques. Two useful techniques that help to make
decision are the Analytic Hierarchy Process (AHRY a
MCDA models based on Linguistic Information (LI)hi§
work describes a MCDA framework that combines the
mentioned techniques in order to provide more clamfce

in the decision making process. To test the prapose
model, framework was used to select the adequate
network configuration to improve quality of service
(Qo0S). Finally, the framework’s outputs were congobto
real experts’ opinions obtaining satisfactory resul

1. Introduction

Currently, decision making is a very complex preces
since it involves recognition, analysis and evabmtof
diverse aspects. For this reason, the use of Decisi
Support Systems (DSS) [1, 2] is very desirablergrento
obtain more confidence and to reduce the unceytaint
There are many types of DSS and they are used from
personal to managerial and enterprise purposes, [S].
DSS can be used to assist in individual or grougséens
[6, 7, 8] and they implement diverse techniquesl[y,on
stand-alone and web-based architectures [11, 12, 13

A decision problem involves selecting between saver
alternatives, in general two or more, based on ipielt
criteria. Although there are many Multi Criteria dson
Analysis (MCDA) methods, all of them have common
components [14]: a finite set of alternatives, esst two
criteria and a decision maker.

MCDA can be classified into outranking methods [15,
16], Multi Attribute Utility Theory methods [17, 1&nd
non-classical methods, all of which are based on
mathematical foundations and use many environment
representations such as hierarchical structuregzyfu
expressions, linguistic terminology, etc. Decisioaker's
judgments reflect his/her preferences among theerixi
and are used to compute the most adequate alternati
This recommended alternative can be viewed as guani
element or the top of in the alternative ranking.

Clearly, DSS outputs should be as representatibeof
user's preferences as possible. In this paper a DSS
framework is presented and evaluated. It implemamts
MCDA methods: Analytic Hierarchy Process (AHP) [17]
and a Linguistic Information model (LI) [19, 20].HP
represents overall decision problem by using aahitical
structure, where the main goal is the root, theekd
constitute the second level, and finally, the alives are
disposed in the third level. Decision Maker uses a
fundamental scale to express their preferences eagtw
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criteria and alternatives (related to each criteriéinally,
the ranking of alternatives is computed integratamt
preferences. This ranking is a list of alternatieedered
according to their ability/suitability to solve tipeoblem.

In LI model, the information is not expressed byame
of numerical values, but rather in a qualitativee,on
expressing imprecise knowledge and using natural
language words. There are many approaches to manage
linguistic assessments [19] that imply computingiges
with words methods to obtain results in MCDA [2@].2
In LI the results could be showed in a linguistiayw22],
but here this outcome will be showed in utility karg to
evaluate obtained results in both methods.

This work is focused on the implementation of tve t
presented MCDA methods and the evaluation of their
results. The article is structured as follows: Rect2
briefly presents the basic concepts of AHP and bteis
and their computational fundamentals. Then, in i8ec3
the proposed framework is described. In Sectiohrdet
decision making scenarios in networking are deedriin
detail. Results are summarized and analyzed inddebt
Finally, conclusions are exposed in Section 6.

2. Decision making techniques

2.1. Analytic Hierarchy Process (AHP)

AHP is a multi-criteria decision support tool deyatd
by Thomas Saaty [17]. It helps decision makershimose
between alternative solutions based on criteria and
alternatives analysis, using pair-wise comparisdinese
comparisons determine the priorities of a set efngnts
(criteria or alternatives) and are made by meare \aflue
scale. One scale is the Fundamental Scale of Saaty,
composed of the values 1 to 9 and their multipleat
reciprocals. Each value states the importance degfran
element over another. In order to use AHP, the |prab
has to be defined in a hierarchical structure. gbal, the
criteria, the sub-criteria and the alternatives et
hierarchically from top to bottom.

Element comparisons produce matrices which must be
complete and consistent [23]. Actually, since ih&xd to
obtain a fully consistent matrix, this restrictibas got a
tolerance degree. Saaty defined a method to deterthe
consistency within a matrix, using the ConsisteRatio
(CR). Also, he stated that a matrix with a CR lessqual
than 0,1 is acceptable for a matrix to be usedHhtPAThe
CR is obtained with the following formula:

CR = CI/RI 1)

where Cl is the Consistency Index and RI the Random
Index. The formula below shows how to get the CI:

Cl = (Amax - n)/(n - 1) (2)

wherel,, ., is the maximum eigenvalue of the matrix, and
nits order.

Rl is the average Cl of 500 random matrices with th
same order and there is a RI for each matrix order.



JCS&T Vol. 14 No. 1

After all the matrices are complete and consisthat
alternatives priority ranking can be computed. Tinst
step is to obtain the priority ranking of the elersein
each matrix. The criteria comparison ranking yields
criteria vector. Additionally, there is a ranking the
alternatives under each criterion, which are athgeed in
a matrix. After that, a matrix product is made witte
criteria vector and the alternatives-criterion rixatto
produce the final ranking. For further details ree[17].

2.2. Linguistic Foundations

The use of linguistic information is suitable whityiere
is uncertainty in the context, when experts’ knalgle is
too imprecise to justify the use of precise numbearsd
when there is a certain tolerance to the impregisis is
the study case proposed in this work. Here, a piidfy
of services, applications and networking users istiex
in the same scenario are necessary to organizes Thi
situation, as well as many others, involves thes ugd¢ools
to handle uncertainty of information. Thus, the wfe
Fuzzy Linguistic Approach (FLA) to model and manage
this kind of information and some of its extensisash as
Computing with Words (CW) will be useful to solveig
kind of problems. The FLA represents qualitativpesss
such as linguistic values by means of linguistidataes.
This approach is adequate in some situations,f@amele,
when attempting to qualify phenomena related to drum
perception. Also, it uses words in natural language it
has been applied with very good results in diffefesids
[24, 25, 26].

The semantics of the terms are given by fuzzy numbe
defined in the[0,1] interval, which are described by
membership functions. Another important aspect to
analyse is the "granularity of uncertainty", ithe level of
discrimination among different counts of uncertgint

The use of the FLA implies processes of computing
with words. This framework represents the linguaisti
information with the linguistic 2-tuple represeimat
model [27]. The 2-tuple linguistic model is based the
symbolic method and takes the concept of Symbolic
Translation as the base of its representation.Symabolic
Translation of a linguistic tersy € S = {s,...,s4} is a
numerical value assessed[#0.5,0.5) that supports the
“difference of information” between an amount of
informationB € [0, g] and the closest value {9, ..., g}
that indicates the index of the closest linguigtion ins;,
being[0, g] the interval of granularity df.

From this concept the 2-tuple linguistic represeéoia
model,(s;,a;),s; € Sy a; € [-0.5,0.5), defines a set of
functions between linguistic 2-tuples and numerical
values.

From numerical values to 2-tuple, let®e {so, ..., s, }
a linguistic term set an@l € [0, g] a value supporting the
result of a symbolic aggregation operation, thea #h
tuple that expresses the equivalent informatiorg ts
obtained with the following function:

A:[0,g] - Sx [—-0.5,0.5)

s;, 1 = round(B)
B—i,a € [-0.50.5)

@
A = G,

whereround(+) is the usual round operatian,has the
closest index label tof” and “a” is the value of the
symbolic translation.
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It is noteworthy to point out that is a one to one
mapping [27] and~1:S x [-0.5,0.5) - [0, g] is defined
asA™'(s;, @) =i+ a. Thus, a 2-tuple is identified by
means of a numeric value in the interMalg]. Besides,
the transformation of a linguistic term into a lingfic 2-
tuples consists of adding valu® as symbolic
translations; € S = (s;,0). This model has a linguistic
computational technique associated. For furthenildet
description see [28].

An important aspect of the MCDM is the aggregation
process in order to obtain a unique final resulteteh
alternative. To do that, it uses aggregation opesathat
allow to accomplish a global value from individwalues.
This framework uses Weighted Mean Aggregation
Operator (WM) over 2-tuple linguistic representatio
model that are defined as follows [27]:

Definition 1. WM: Let{(ry, @), ..., (n, an)} € S be a
vector of linguistic 2-tuples, and be a weighting vector,
w = {wy,..,w,} € [0,1], such thap™, w; = 1. The 2-
tuple aggregation operator associated withis the
functionG": S™ — S defined by:

[, e, G )] = (ZwA & ai))
=A (Z:;lwiﬁi)

A rational assumption about the resolution of deais
making process could be associating more weighhé¢o
criteria which have more importance, thusis based on
the criteria importance. Here, the weighted ved®r
computed by AHP process and it is obtained by th&im
of comparison between criteria through preference
relationship.

4)

3. Multi-Criteria Decision Framework

The developed and implemented framework uses two
techniques in order to acquire experts’ judgmemid a
summarize them. Based on those judgments, the
summarizing process leads to a ranking which shibes
suitability of each alternative to solve the proble

The whole process of assisting experts to make a
decision starts with defining a decision support;jguet.
While creating a project, a name and an objectire a
required. It is also essential to select the moddish will
be used to gather and summarize the judgments.
Afterwards, it is time to select experts, and tdirde
criteria and alternatives. At least one expert nngsadded
to the project to proceed. Additionally, by usirtge tLI
model it is required to select a linguistic tern fee each
expert. Each criterion and each alternative reqairmme
and a description. Finally, when all experts, cidteand
alternatives are created, the project is made ahlailto
the corresponding experts and is ready to collbetrt
judgments. Fig. 1 shows this process and its actite.

While using AHP, the expert is asked to completd an

check the consistency of all comparison matricesdad.

He or she can start with any of them, the criteria
comparison matrix or alternatives comparison orék.
judgments of the matrix must be completed by silgct
the relative importance between the two elements
compared. After that, the consistency check is dmme
the matrix is able to be used in AHP. If consisjeiscnot
acceptable, the expert is asked for changing hisesr
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judgments. Suggestions are provided to help changin
judgments using the Saaty’s correction method [17].

If the expert is evaluating with Linguistic Informian,
they must evaluate how suitable each criterion ithimv
the alternative in order to solve the problem. ifea
criterion has a poor performance, then the expelit w
assess such criterion with a poor value accordinggttain
linguistic scale and their point of view. On théet hand,
good performances will be assessed as high suitable
criterion. The expert has to value each criterion
performance in each alternative.

When all AHP matrices of the expert are completé an
consistent, the calculation of the alternative nagk
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according with the data of those matrices is albwe
Contrarily to AHP model, with the LI model it is ho
necessary to check consistency, as it is to provide
complete assessments in order to accomplish fzailts.

The specific calculations follow exactly the mattzgit
formulae shown in Section 2, and the final resualte
normalized and expressed in percentage probabilite
each alternative. Those percentages indicate haabtei
an alternative is in order to solve the problem.wedl as
showing this ranking for each expert included ire th
project, the developed framework allows to aggreghé
results of multiple experts (within the same projét one
ranking.

Project Definition

Decision Project
Admin | Experts-].iﬂzren-atci;\:‘czl-(‘riteria { &
Data Loading
Expert 1 AHP [ Pairwise Comparisons |” LI [ Linguistic Information |’% Expert 1
‘ Computational Process |
Expert 2 Results Presentation Expert 2

Expert e

AHP |

Alternatives
Ranking

LI

Alternatives Ranking
Linguistic Numeric

Expert e

Figure 1.System architecture.

4. Test Scenarios

A networking problem in academic environment is
analyzed in order to test the proposed framework.
Generally, a university network has several kintlasers,
uses many network protocol families, offers reaeti
services and different traffic types to share thadwidth
on a link in a non-controlled fashion. There arquieed
resource management mechanisms at the gateway which
implement Traffic Control tools and prioritize ccél
services.

The basic idea is to select the best configuratam,
alternative, suited to certain scenario. Each goena
consists of different usages of network servicegha
University. The alternatives are defined with atérset of
types of traffic (ToT) or criteria. And each critem could
be a network service, a user or a group of usetscibuld
be considered separately.

The analyzed scenarios are the following:

e Scenario 1. Several courses situation. There are
different courses assigned to other institutiond tre
informatics laboratories are busy. E-learning dassre
being used and VolIP proofs are being developed.

e Scenario 2. End of semester. At this moment, the
students, professors and researchers do many web
queries, the faculty has classrooms filled andetee
two simultaneous videoconferences. Administrative
employees need to use a system for salary payment.

* Scenario 3.Very Crowded Hours. It is a merge of the
above scenarios where the University is crowded and
the students are using different internet servicesh as
social networks, messaging, streaming, etc. Also,
research groups have to complete online forms and
different offices need to run software update psses.
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The resources demands in these situations generate
congestion to external networks and the intermésli It is
clear that there must be an optimal control of ¢hos
resources to guarantee the critical traffic at dhademic
institution. Thereafter, six criteria are considkramong
which the most important ToTs are:

¢ C,. Transactional Traffic. File Transfer Protocol, Mail
services.

* C,.Administrative Systems. Application servers, remote
databases access.

* Cs. Real time Traffic. On-line audio and video, Voice
over IP and videoconferences.

* C4;. Web content. Web browsing, home banking, news,
webmail.

* Cs. Social networks and messaging. Social networks
and messaging programs like Facebook, Skype,
Youtube.

* Cq. Laboratories and Researchers. Users groups of
informatics laboratories and researchers

Besides, four possible configurations which havenbe
previously made are:

* A;.Equitable. Among the services considered important
for this alternative are administrative systems and
research groups with not real-time traffic. ToTstsas
file transfers and mail services are more benetfitech
real-time traffic. Therefore, in times of congestithis
configuration is adapted to basic and routine &t
of the staff working regularly at the faculty. Salci
networks and web browsing have not assigned pyiorit
and they are the least important.

* A,. Multimedia and Communications. This
configuration requires low jitter and low latencyr f
seamless communication in real time services. @n th
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other hand, another ToT shares the remaining
bandwidth but prioritizing email communications,
messaging and social networking. In this configorat
the web browsing consumption has the lowest pyiorit
over the traffic types listed above. However,
administrative traffic does not have the highesbrty

in this configuration estimating to be enough for
habitual tasks. Users groups of laboratories are no
included in this prioritization scheme.

* A Data Transfer. It promotes transactional and email
services bandwidth in order to transfer more datthée
minimum possible time. Furthermore, high availapili
and guaranteed delivery is selected for adminis&at
systems. Web traffic has lower priority than thenfer.
Then, the remaining priority is assigned to thdfita
used by research groups, real-time communicatiods a
social networks.

* A, Browsing. It involves low delay and high bandwidth
for all web browsers services. It obtains a quick
response visible to the user for this service. Also
administration systems and research groups are
balanced in priority with intermediate bandwidtfitie
other types of traffic (real-time traffic and tractional
traffic) have less bandwidth and priority than fheT
mentioned above.

5. Surveys and Results

Following the problem definition, the data gathgrin
process is performed. To do that, eight experts whrk
in networking field and work as university teachare
chosen, and each of them is assigned one scermrio t
analyze. This assignment is shown in Table 1.

Table 1 Allocation of experts to scenario.

Scenaric 1 2 3
Expert | E, E, E; E, E; E, E;  Eg

In order to achieve LI Decision Making results, two
linguistic term sets are defined, allocated to egeo
express their opinions. These se$é,and S°, have
granularity 7 and 9 allowing two knowledge degrees
whose syntax and semantics are explained to egudrtex
S? is allocated to exper, andE,, . The remaining ones
have seven terms.

Then, each expert completed the survey accorditigeto
following steps:

a) Reading their corresponding scenarios, in detailed
mode, as well as the alternatives and criteria.

b) Carry out the survey using the framework AHP
module.

c) Complete the survey using the framework LI module.

d) Fill in an information sheet pointing out the final
ranking according to their knowledge and their poin
of view indicating the suitability of each alterivat
for the analyzed scenario, from the best to thestvor
This information is compared with the results oféai
from the decision models (AHP and LI) and the
reliability and accuracy of the framework are chestk

The main purpose while testing the system is tduata
its results according to experts’ judgments. Theseilts
should be compared with the ranking proposed beisp
without the decision support system. Thus, theabdity

of the system can be determined using both proposed
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decision models. In order to do that, next subeasti
show the outcomes obtained in two methods impleaknt
in this framework, especially analyzing matches or
mismatches and why these results are obtained dingor
to a set of metrics or conditions:

a) First element matching: if check, in both rankirigs
first alternative is the same and the winning
alternative is found by the framework.

b) Top two elements matching: same as above but taking
two elements into account.

c) All elements matching: the full ranking obtained by
the framework is the same as the expert’s one.

d) Two alternatives swapped: this means that two
alternatives keep on same position in both rankings
and the other two are in swapped orders. The svidappe
alternatives can be any two in the ranking.

Three alternatives mismatching: only one alterrgitv
in the same position in both rankings and the other
ones are swapped.

f) All alternatives mismatching: there are no alteixest
in the same position in both rankings.

5.1. General Results

After the experts had given their judgments, treults
were summarized in the following tables. These embl
briefly show the results using each technique ama t
previous mentioned metrics.

In Table 2, the results of experts’ rankings arevsh
using the above mentioned metrics for AHP. It isveh
that in most situations the winning alternativeéhie same
in both rankings. Also, many of them have two oé th
runner-up alternatives swapped.

Table 2 AHP rankings’ metrics.

Scenario 1 2 3
Experts E, E, E; E, Ec E¢ E; Eg

g First alternative matching A AT A A4

OE) Top two alternatives matching a4

@ All alternatives matching v

§ Two alternatives swapped AR A AT A4

o Three alternatives mismatching

= Al alternatives mismatching v /

Table 3 shows the final results for each experblved in

the decision process using LI domain. Here, it shtivat

in most assessments the winning alternative isstrae

for both rankings. Only expef, does not match.The
same happens in top two elements matching analysis,
where E, E; and Eg do not match; but only two
assessments match for all alternatives in expeatiking

and system’s ranking.

Table 3. LI rankings’ metrics.

Scenario 1 2 3
Experts E, E, E; E, Es EgiE; Eg
@ First alternative matching YV v
c . .

GE) Top two alternatives matching s s

o All alternatives matching v/ v

§ Two alternatives swapped v i/ v

% Three alternatives mismatching v /7

All alternatives mismatching

The following tables and figures show in depth the
ranking comparisons of each scenario/expert. FoPAH
each figure shows the criteria preference (pie lyetptop)
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and the influence of each criterion in alternatifesl
utility (bar graph at bottom). These values areawtsd
while multiplying the alternatives-criteria rankmgnatrix
by the criterion ranking vector. For LI, the system
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5.2. Scenario 1: Several Courses Situation

To depict the obtained results, the important dete
influence in both methods is described. Fig. 2 shoe
results using AHP and its parts (a), (b) and (@wshhe

outcomes are shown in bar graphs where each bar regyits of experts, E,, andE; respectively. Then, Fig. 3

represents the importance of the alternatives énfitmal
ranking and each segment of the bar representsefuht
of each criterion multiplied by its linguistic assenents
for the current alternative.

shows the same for the LI model.

Table 4. Scenario 1: Experts’ results comparison.

Expert’s System'’s Ranking Expert’s System’s Ranking Expert's System'’s Ranking
Ranking AHP LI Ranking AHP LI Ranking AHP LI
A, A, 4477%  A,: 51,32% A, A, 36,67% A, 47,76% A, A, 33,92% A,: 35,50%
A, A3 24,05% A 22,72% A, A3 26,96% A, 28,79% A, | A;126,88%  A,:27,32%
As A, 19,62% | A, 18,78% As A;:20,22% A, 16,54% A, Ay 25,28% | A;: 24,20%
A, A:1157% A;: 07,18% A, A:16,15% | A,;: 06,90% A, A, 13,91%  A,: 12,98%
(a) for E4 (b) for E, (c) for E;
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Figure. 2. Scenario 1: Results for AHP.
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Figure. 3. Scenario 1: Results for LI.

Fig. 2 (a) shows how determinir® is in the final
ranking ofE;. SinceA; is better thaml, consideringC,

and C; and its varying dominance degree in such

alternatives. Fig. 2 (b) shows the same behaviolEfo
with criteriaC, andCs in A,, Az andA,. In addition, it
shows that there is just a little difference in tiamked
percentages for the swapped alternatives.

Moreover, Fig. 2 (c) shows the dominance degre€of
andC;z with its influence in the final results. Remarkably
Table 4 shows for expel, a higher difference between
the swapped alternatives where AHP difference |97
(A: 26,88% -A,: 13,91%).

In regards to IL results, Fig. 3 (a) the systenaisking
top alternative isl, and the last one i, what matches
with expert’s ranking bufl, andA; are swapped. This is
because of the influence 6f andCs. Fig. 3 (b) illustrates
that all alternatives in system ranking match wikte
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ranking given by expe#,. Fig. 3 (c) shows that top two
alternatives match with expert ranking and the tastare
swapped. Here, the combination @fandCs is decisive
to set top alternatives. Howevel; andA; are swapped
with a high difference of 11,22% (see Table 4) beeaof
low dominance ofC, andCs.

5.3. Scenario 2: End of Semester

Fig. 4 (a) illustrates that expdf} preferredd; overA,
where(C;, C, andC, are more influenced in this result in
spite of the fact that there is little differencatlween them.
Expert Es has the two least important alternatives
swappedd, andA,, by just a slight difference. Fig. 4 (b)
shows that criteria€, and C, makeA, more important
thanA4,. Despite that they are not the main criteria for t
alternatives’ rankingEg’s rankings match perfectly.
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alternativesA, andA;. The other two alternatived,
andA,, are swapped with a little difference between them
of about 0,3% due to the fact th#g is better valued i,
(see Table 5).

According to LI results, Fig. 5 (a) shows the obéal
E, ranking where the most influential criterion ds .
Furthermore,A; with a higher value inC, wins 4,
swapping positions sina& andC, are equally important.
Expert E5 alternative ranking matches perfectly with
system ranking (Table 5). Fd#;, the most dominant
criteria areC, andC; , which influence to get top two

Table 5. Scenario 2: Experts’ results comparison.

Expert's System’s Ranking Expert's System’s Ranking Expert's System’s Ranking
Ranking AHP LI Ranking AHP LI Ranking AHP LI
A, A, 32,30%  A,: 37,84% A, A,: 37,16%] A, 34,17% A, A,:31,32%] A;:39,57%
A, A3:26,60% | A3: 22,97% As Aj: 22,25%; A5 30,84% As A3: 25,76%; Aj: 25,65%
As | A,122,88% A, 19,85% A, 1A421,25% A,:17,89% A, A, 24,07% Ay 17,54%
A, Ay 18,22% | A, 19,34% A, 14,:1934% A,:17,10% A, A,: 18,86%  A,: 17,24%
(a) for E,4 (b) for E5 (c) for E¢

8Cs-20,80%

[0 - 10,06%

@) (b) ©

Figure 4. Scenario 2: Results for AHP.

mC; EC; mC, BC, OC, OC mC, mC; WC; BC, OC; OC mC, EC; WG, BC, OC, OC;

40% 40%

A Ay A A

() ) ©

Figure 5. Scenario 2: Results for LI.

Regarding LI results, Table 6 (a) shows the woastec

5.4. Scenario 3: Very Crowded Hours . i :
for matching alternatives where three top altemasti

ExpertE,’s alternatives ranking is swapped in paits:
with A; andA; with A, (see Table 6 and Fig. 6 (a)). For
the first pairs of alternatives, the determiningecion is
C;, and for the second one & . Even though the
difference in percentages within the final rankofgeach
pair is not high, the main problem is the mismatghfirst
alternatives in the rankings. In expé&gtjudgments (see
Fig. 6 (b)) all alternatives mismatch among bothkiags
and some differences are a little higher in peages, as
well as in absolute positions within the ranking. this
case, the determining criteria atgandC,.

21

mismatch. According to Fig. 6 (af3; is the most
important criterion. For this reasd is allocated first in
system ranking. In additiod, andC4 allow to placed; in
the second position ant; in the third.

Therefore, the only matching alternativedis Table 7
(b) illustrates that the system ranking only maschethe
top alternative. In this cas€; and C, are the most
important criteria that define the final ranking.dddition,
C; and C, determine the top positiod;, while (s
determinesA, to change positions witd; with a
difference of 3,14% (see Table 6 (b)).
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Table 6. Scenario 3: Experts’ results comparison.

Expert's System’s Ranking Expert's System'’s Ranking
Ranking AHP LI Ranking AHP LI
Ay A,:30,86% | A,: 30,79% Ay A3:2921% i A;:29,11%
A, A3:25,53% | A;: 25,91% A Ay:27,26% | A,: 25,16%
Ay Ay 23,56% @ A3: 25,12% Ay Aq:22,32% | A3:23,71%
A, A;:20,04% i A,: 18,18% A, A, 2121% | A, 22,02%

(a) for E, (b) for Eg

uc

EC6-13.82%

30%

25% 7

20%

Ay A, Ay Ay

@) (b)

Figure 6. Scenario 3: Results for AHP.
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Figure 7. Scenario 3: Results for LI.

A A A A

Ay Ay

5.5. Results Aggregation Importance(4;) = WI%'L?(AI_) . rA(iAHP) + WI%)ex(Ai) . rA(iLI) (6)
Since the framework provides two rankings to therus AP
one per method, it could be interesting to aggesgath where wl(ndex)(Ai) is the corresponding weight to the

in a single value and contrast them with the expert ey of4; in the AHP rankingr/f_AHp) is the result value
ranking. Therefore, this aggregation is made expert i

H LI : . .
expert with AHP and LI rankings. for 4; in AHP,w,;d)ex(Ai) is the corresponding weight to
After testing several techniques to aggregate reyski the index of4; in the LI ranking andq‘,(i“) is the result

such as averaging based approaches and Ordered value for4; in LI. Table 7 shows the normalized results.
Weighted Averaging (OWA) aggregation operators [29,  \q shown in Table7, the combination of two caloetat
30], the weighted addition is chosen to show ttsailts. rankings by using the ,two different methods AHP &hd
The selection of thi; operator is_ performed takintp into an unique one, only improves two cases mattiegn
acgount the orQer |m.portance |r'1 both methods. The closer to the experts’ rankings (see Table 7 (i) @). In
weights vectow; is obtained by [31]: Table 4 (a), the two rankings have swapped altmest
eni (A3 andA;) compared with expert's ranking. Therefore,
Wi:w ®) the resultant aggregated system ranking has thes sam
swapped alternatives. The aggregation produces an
wherei is the index or order in the ranking, which  inaccurate final system ranking with alternativgsand

stands for values 1 to 4 amds the number of elements, 4, (see Table 4 (b) and Table 7 (e)) as a consequeice
which is 4 in this case. AHP mismatch. For those cases where two rankings ar

far away from expert's ranking (see Table 6 (a) &y,
the results aggregation process cannot correchisgytf
there are incorrect inputs.

As a result, the top elements are much more sagmnifi
than the last ones. Thus, the weights vectow;is=
(0.643; 0.236; 0.087; 0.0321) and the importance for the
alternatived; is computed as follows:
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Table 7. Methods’ aggregated results comparison.

Expert's | System’s Expert's | System’s Expert’s System'’s Expert's System'’s

Ranking | Ranking Ranking | Ranking Ranking Ranking Ranking Ranking
A, A, 80,46% A, A, 76,02% A, A, 71,28% A, A, 73,04%
A, Az: 14,41% A, A,:12,00% A, Ay: 13,52% A, As: 18,99%
A, Ay: 04,35% As Az:10,95% A, A,: 11,03% A A, 06,02%
A, A,;: 00,78% A, A;: 01,03% A, Az: 04,18% A, A;: 01,95%

(a)for E; in S, (b) for E; in Sy

(c) for E5 in S, (d) for E4in S,

Expert's i System’s Expert's | System’s Expert’s System'’s Expert’s System'’s

Ranking : Ranking Ranking : Ranking Ranking Ranking Ranking Ranking
Ay Ay 72,81% Ay A1 72,91% A A, 69,22% Ay A3 37,70%
Az A3z:19,94% Az A3z:19,45% A, A3 14,36% Az A4:37,37%
A, A,: 03,80% A, A,: 04,23% Ay A1 11,82% Ay Ay 22,43%
Ay A,: 03,45% A, A,: 03,41% A, A, 04,60% A, A,: 02,50%

(e)forEs in S, (f) for E¢in S,

(g) for E; in S5 (h) for Egin S3

Finally, Table 8 shows the general results using th
defined metrics. It can also be said that aggregate
rankings are acceptable when compared with experts’
rankings.

Table 8 Aggregated rankings’ metrics.

Scenario 1 2 3
Experts E, E, E; E, Es Eg E; Eg
o First alternative matching RAATAr et

] Top two alternatives matchings v s

g All alternatives matching v v

7 Two alternatives swapped v /I v

© Three alternatives mismatching v

= All alternatives mismatching v

6. Conclusions

The system produces, in a satisfactory way with the
tested situations, many similar rankings to theeetspand
the techniques. Besides, the first alternative éptkin
almost all experiments, so the top decision forheac
situation is usually hit. In both techniques, thexee
swapped alternatives despite the existence of small
difference with the expert ranking for each expert.

In AHP, the experts weighted alternatives and Gait
such a way that the final rankings are slightlyfedi#nt in
some cases. These situations arise when the ariteri
importance emphasizes some alternatives that are fa
different preferred under certain criterion. Additally, in
a few situations there was a difference resultihghe
contributions of many criteria. As it was mentionéide
first alternative chosen by the expert is the main
concern/goal, and it was achieved in most cases.

In LI method, each expert gives an assessmenteof th
performance degree for each criterion of each redtere
by using a linguistic term set. In most of the cagbe
system calculated ranking does not match completily
the experts’ given ranking. However, there is an
agreement of the top alternatives between the myste
ranking and expert’s ranking. The results with Lddel
are good in most cases and there exists a smidtetice
when there are swapped alternatives. Therefoegritbe
said that in most of the cases the goal alternatmas
achieved by the system.

In order to test the results of both DSS methods an
aggregation operator is used and a single valuedch
alternative is obtained. This value reflects theesKs
opinion taking into account two points of views thie
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DSS techniques used. Although some results were not
greatly improved, the aggregated rank is betten thech
DSS technique.

Experts can also contrast their decision against th
system ranking. Furthermore, the ranking of altévea
with intermediate results would help the experts in
knowing how their judgments impact on each altéveat
These could possibly reveal something that exmlrtaot
take into account in their final decision.

This Framework was optimized to obtain reliable and
accurate results and simplify the data gatherindpath
models. Thus, it minimizes the expert adaptationcess
to the system.

Presently, it is being worked on to extend the
Framework functionalities optimizing the data gaithg
interface and including other aggregation operators
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