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" |beroamerican countries consistently rank low in
the PISA report.

Prueba de evaluacion PISA

Posiciones del ario 2012 y del 2009

Pais Posicion 2012 Posicion 2009

== Espaiia 33° = 23°
Chile 31° 44c°

México 530 48°

-
g
B= Uruguay 55¢ 47°

Costa Rica 56° N/D
Brasil = _.":B“ 53"
Argentina 59° 58°
Colombia 62° 52¢

Peru 65° 630

Fuente: QECD, PISA 2013
Figure from: [http://peru21.pe/actualidad/informe-pisa-2012-peru-esta-ultimo-lugar-nivel-latinoamerica-2159914]
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1990s 2000s 2011 NOW
Figure from: [https://www.smartsparrow.com/adaptive-elearning/]
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Intelligent tutor
systems (ITS) are
educative tools that
capitalize on artificial
intelligence to support

teaching and
education [Carbonell
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How does an ITS look like?
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...to extremely sophisticated

From rather naive...

Educational software for hearing impaired children

Figure from

http://www.annarenov.fr/ucolmenar/joomla/index.ph
p?option=com_content&task=view&id=7&Itemid=29

ITS for Training US Navy Tactical Action Officers

Figure from:
http://www.stottlerhenke.com/solutions/training/taoits.ht
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" To be effective the
ITS has to be able to
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sense the cognitive
state of the educand
and translate this into
task scheduling
actions to channel the
educational pathway
for optimizing the
learning process.
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to learn next

Figure from: [http://inside.at.utep.edu/?p=717]
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= Static body postures can be mined for regulators
communicating the attentional and affective state
of subjects during normal human communication
process [Ekman y Friesen (1969)]

" Posture analysis is a plausible transparent
communication channel to enhance human-
computer interaction (HCI) [Castellano et al
(2007), Kapoor et al (2001), Dmello et al (2008)]

" Hypothesis: Non-observable attentional state of a
system user can be inferred from body posture
proxy of observable conduct.
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= AIMmS:

® Detection of attention: Map a lexicon of body
postures to binarized attentional levels
(Experiment |)

= Attribution of attention: Identify postural
features leading to appreciation of attention
by third parties (e.g. educators) (Experiment

).

21/04/2014 INAOE 8
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= [Assumption] Unacted posture conveys cues about people’s
attentional disposition.

= [Aim] To identify robust markers of attention from posture while
people carry out their duties seated in front of their computers

= Robust here means;
= High discriminative power
= Reliable and reproducible across computational models.

= [Impact] This set of features would allow us to infer the attention
level of a student interacting with educational software.

= Human-computer interaction systems can benefit from this knowledge
to customize the experience to the user changing attentional state.

= Adapting the software to the student can in theory improve learning.

21/04/2014 INAOE
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= Body postures were randomly
captured from (n=)6 subjects while
at work
= Self evaluated attentional state
= Bespoken data acquisition software

= Position from Kinect; 40 postural
features

=  Samples acquired randomly every 40
60 mins

= Computational solution
= 4 well-known classifiers for
reproducibility.
= Supervised model learning

" Feature discriminative power
evaluation:
= 3 class separability criteria.

11
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An exemplary postural sample with the
features shown as lines and points

® Using the Kinect
sensor skeletal
landmarks for the
head, torso,
shoulders and elbow
joints are tracked and
recorded.

Feature Description

Elbow distance Euclidean distance between elbows
Shoulder distance |Euclidean distance between shoulders

| Oth e r fe at u re S a re Collar Midpoint R-Shoulder/L-Shoulder
Torso-Collar Vector formed by Torso-Collar

Collar-Head Vector formed by Collar-Head

Ca I C u I ate d b a S e d O n PPunto Cross product of Torso-Collar Collar-Head vectors
Angle Angle on the YZ axis between Torso-Collar and Collar-Head
Quartile head Quartile occupied by the head position of the observation

- . o s with respect to the head position throughout the subject’s
this initial markers
" Quartile torso Quartile occupied by the torso position of the observation
with respect to the torso position throughout the subject’s
session
Quartile collar Quartile occupied by the collar position of the observation
with respect to the collar position throughout the subject’s
21/04/2014 INAOE session 12
Table 1: Deseription of derived postural feature subset. Raw skeletal features
can be appreciated in Figure 1.
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® Ranking of features by class separability
criteria
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The higher the bar, the more individual discriminative power by the feature. Combined discriminative power of feature sets is the result of the
feature selection strategies. The asterisks above each bar indicates when the feature has been filtered by the feature selection strategies; one
asterisk indicate that it has been selected only by one strategy, and the double asterisk indicate that the feature has been selected by both
feature selection strategies.
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= [Main conclusion] Unobtrusively monitoring posture of users while working
in front of a computer can reliably be used to infer attentional disposition
from the user.

= [Performance] Average classification of attention from posture reached
76 47%+4.58% (F-measure).

This is competitive with state-of-the-art ad-hoc solutions; despite no effort to
specialised our model!

= Best classification achieved 88.55%

®" The model and the feature selection strategy (satistically significant) affects the
performance.

= [Finding] A total of 40 postural features were tested and those proxy of head
tilt were found to be the most stable markers of attention in seated
conditions based upon 3 class separability criteria over self-reported
attentional state.

= [Future work] Maybe a bit of leap thinking here... requieres more thorough testing

= [Limitations]
= Assumption that attention must be directed to the computer system.
= Small cohort size
= Aleave-one-out validation will explore generalization to subjects out-side the cohort.

21/04/2014 INAOE 14
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[Assumption] Unacted posture conveys cues about people’s

y
attentional disposition. (Same as for experiment |)

[Aim] Identify postural features leading to appreciation of

attention by third parties (e.g. educators)
[Impact] This set of features would allow us to infer the attention

level of a student interacting with educational software.
= Human-computer interaction systems can benefit from this knowledge

|
to customize the experience to the user changing attentional state.

= Adapting the software to the student can in theory improve learning.

INAOE
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= Synthetic postural repository
construction
® Pre-discretized posture space

|||||.I
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= 432 images
" 4 human models mimic a manek

= Aged 11-15
= Posture represented by Kinect

= Attribution of attention labelling

= Crowd-sourcing
= Raters blind to the task

= Computational modelling

= Supervised learning
" In progress; still in prelimnary

visual exploration

INAOE
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Preliminary results %

® Cross reference attributed attention / tilt of
the head

Cross reference attention-angle
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Figure 1. Interface of an Intelligence Tutoring System implemented to teach phonological awareness (Hurtado and Soto, 2011). The child is expected to drive

the plane to the object representing the sound previously produced by the ITS whilst avoid colliding with erroneous solutions.

21/04/2014 INAOE 21
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= 8 subjects

= QOver 7000 data
samples from Kinect

= Additional data (EEG,
mouse interaction,
autotutor)

= Expert (psychologist)
analisis; labelling of
attention

21/04/2014 INAOE 22
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*  Cluster 1

gaH " Cluster2
*  Cluster3

Cluster 4 .
*  Clusters . s >
Centroids
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= Results suggests:
= |tis possible to monitor posture of a user unobtrusively
= Unacted posture conveys attentional disposition from the user

= Conclusion:

= With mature appropriate computational models, it should be
possible to establish a relation between seated posture and
attention

= _..and that relation can be exploited to dynamically adapt the ITS
behaviour for enhancing educational tasks

= Future Work

" The presented is still ongoing research; evidence must be piled
up, computational models have to be polished, ITS must be
enhanced with Al for adaptation to the student cognitive status
and most importantly proof of educational benefits must be
given.

21/04/2014 INAOE 25
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Feature Description
Elbow distance Euclidean distance between elbows
Shoulder distance |Euclidean distance between shoulders
Collar Midpoint R-Shoulder/L-Shoulder
Vector formed by Torso-Collar
Vector formed by Collar-Head
Cross product of Torso-Collar Collar-Head vectors

Torso-Collar
Collar-Head
Angle on the YZ axis between Torso-Collar and Collar-Head
Quartile occupied by the head position of the observation

PPunto
with respect to the head position throughout the subject’s

Angle
Quartile head

session
Quartile occupied by the torso position of the observation
with respect to the torso position throughout the subject’s

Quartile torso
Quartile occupied by the collar position of the observation

session
with respect to the collar position throughout the subject’s

Quartile collar
session
Table 1: Description of derived postural feature subset. Raw skeletal features
29

can be appreciated in Figure 1.
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Computational modelling

" Parameterizations for the 4 classifiers

| Classifier | Parameterization

Decision eB5S=False; CF=0.25; mNO=2; nF=3; REP=Falzr; STR=T: TP=Fal=se: TL=Falsc
Tree [DT} eEB5=Truc; COF=0.25; mNO=2; nF=3; REP=False; STR=T: UF=Falze; UTL=Falzeo
sBS=False: CF=0.25; mNO=2:; nF=353; REP=Truc; STR=T: TP=Falac; [TL=Falzcx
eB5=Truec; COF=0.25; mNO=2; nF=3; REP=True;: STR=T; UFP=False; VL=False
aBS=Truc; OF=0.25; mNO=2; nF=3; EEP=False; STR=T: TP=Truc; UL=Falsc
sEBS=Falsc; CF=0.25; mNO=2; nF=3; REP=Falzc; STR=T: UPF=True; UTL=Falzeo
sEBS=Falsc; CF=0.25; mNO=2; nF=3; REP=Falzc; STR=T: UP=True; UL=Truec
sBS=False; CF=0.25; mNO=2: nF=3; REP=Falzc: STR=Falsc; UP=Falsc; [TL=Trux
sBS=Falsc; CF=0.25; mNO=2; nF=3; REP=False; STR=Falsc; UP=False; UL=Falsc

Naive e ILE =False: IJSD=False
Bayes el/KE =True; UsD=False
(INB) eslKE =False; USD=True

Support sPolyvnomial Kernel (p=1)
p . . ePolyvnomial Kernel (p=2)
v LLtUil sPolvnomial Kernel (p=3)
Machine ePolvnomial Hernel (p=4)
[H‘-"I"-.I::I e Polvnomial Klernel (p=>5)
eHREBF Kernel (G=0.01)

sHRBF Kernel ((G=0.05)

Tree Aug-|leEstimator = simple; a=(0.25
mented sbEstimator = simple; a=(0.5
Naive sbEstimator = simple; aa=(0.7T5
Bayes

21/04/2014 INAOE 30



Computational modelling coni

= 60 frames long videos of each posture
capture event were split into 6 equal-length
chunks of 10 frames.

" |n total, 377 labelled samples were obtained.

= A total of 5940 (= 3 feature selection
strategies x 22 parameterization x 3 dataset
partitions x 30 fold) classification exercises
were carried out in Weka

21/04/2014 INAOE
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" Histogram of feature usage across feature

selection strategies

FEATURE USAGE ===
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= Summary of classification results by
classifier and feature selection strategy
Precision
Classifier Selection |NoAttSelection|CfsSubsetEval|ConsistencySubsetEwval
TT.58+6.37 T7.93£7.52 TR.04+T.15
TH.35+E6.62 TH.58L5H.69 TE.90L6.50
3.55+6.05 T6.43L£6.57 T6.431+6.52
659.011+4.94 6942527
ConsistencySubset Eval
T8.51+9.24

T2.14+6.59

Decision Tree

A6+5.94
Recall
CtfsSubsetEwval

T8.40L£7.02

Naive Bayes
Tree augmented NB
SV M
Classifier ‘Selection |NoAttSelection
Decision Tree T.90+£7.23 TT.77E0.50
Naive Bayes GO.09L6.77 T2.40x£6.43
Tree augmented NB T0.9316.66 T7.3516.49
SWVIM 84.3245.93 ®6.36+5.30 ®G.91+5.22
F-Measure
Classifier ‘Selection |INoAttSelection|CfsSubsetEval|ConsistencySubset Ewval
Decision Tree T6.391£4.60 TT.021£5.32 TT.631£4.72
Naive Bayes T3.00+4.68 75.10+4.29 THh.04+4.37
Tree augmented NB T9.43+4.11 T6.63x£4.7T9 TT.07TE4.59
SV M T6.49+3.584 T6.5513.69 TT.021£4.01
INAOE
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= Statistically significant difference between

classifiers (one-way ANOVA ; F 3 5935, = 69.91,
p<.000).

" Tukey post-hoc test revealed that the F-Measure was
statistically significantly different for Naive Bayes.

= Statistically significant difference between feature

selection strategies (one-way ANOVA; F (2,5937) =
3.17, p<.000).

" Tukey post-hoc test revealed that there was
significant differences between not carrying out

feature selection and other strategies, as well as
between feature selection strategies.

21/04/2014 INAOE 34
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