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1 Introduction

Labor market frictions, such as moving costs, firing-hiring costs, or sector-specific skills, make labor

adjustment typically costly.1 In this setting, a trade shock will only induce a gradual response

of wages and employment and this pattern of sluggish labor adjustment has important welfare

implications.2 The assessment of these labor market responses requires estimates of the costs of

labor mobility, but these estimates are seldom available in developing countries. In this paper, our

aim is to create a map of estimates of labor mobility costs across the developing world and to use

these estimates to explore labor market responses to trade shocks.

We set up a dynamic model of sectoral employment choices and we estimate it for a large sample

of developing countries. We adopt the labor adjustment analytical framework of Artuç, Chaudhuri

and McLaren (2010), where workers can move across sectors (e.g., in response to wage differences) at

a cost. This cost has a common and a idiosyncratic component. The common component captures

the average mobility cost of a labor market friction, while the idiosyncratic cost captures worker-

specific costs. The parameters governing these costs can only be estimated with panel data, which

are hard to find in developing countries.3 To overcome this limitation, we adapt the model and we

propose a minimum distance estimator that requires only a time series of cross-sections of sectoral

employment and wages—more easily obtainable data. Without the gross flows from the panels,

we use net flows to identify the common mobility cost by matching the response of those flows

to observed wage differences. We also need to impose a normalization of the idiosyncratic costs.

This normalization turns out to be opportune because our model allows for utility compensating

differentials across sectors and also because our estimates are robust to small departures from this

normalization. In the end, we generate a robust hierarchy of countries based on mobility costs

caused by labor market frictions. This allows us to assess the responses to trade shock in the

presence of costly labor adjustment in a wide array of countries.
1Labor immobility is documented in Wacziarg and Wallack (2004), who show little inter-industry flows after

liberalization across countries, and Muendler (2010) and Menezes-Filho and Muendler (2011), who show that the
absorbtion of displaced workers from de-protected industries in Brazil was very slow. Labor immobility is also
indirectly suggested by the presence of wage differentials, created in part by tariff protection (Attanasio, Goldberg
and Pavcnik, 2004; Goldberg and Pavcnik, 2005; Galiani and Porto, 2010).

2The estimation of the impacts of trade liberalization in the presence of imperfect labor mobility is a major ongoing
theme in the recent trade literature. Structural models of the dynamics of costly labor adjustment following trade
policy and trade shocks include Artuç, Chaudhuri and McLaren (2008, 2010), Coşar (2013), Coşar, Guner and Tybout
(2011), Davidson and Matusz (2000; 2004a; 2004b; 2006a; 2006b, 2010), Dix-Carneiro (2013), and Kambourov (2009).

3Panel data provide information on the level of the gross employment flows (which identify the average mobility
cost) and on the responsiveness of those flows to the observed wage differentials (which identifies the idiosyncratic
component).
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We use the United Nations Industrial Development Organization (UNIDO) database, which

provides information on labor allocations and wages in manufactures, to estimate a map of the

labor mobility costs for 22 developed countries and 25 developing countries. We estimate large

costs of labor mobility. On average, the labor mobility costs in developing countries are equivalent

to 4.93 times the annual wage. In developed countries, the mobility costs are 2.41—much lower,

as expected. The highest costs are estimated in South Asia (5.45), Latin America (5.34), Eastern

Europe and Central Asia (4.96), Middle East and North Africa (4.40), Sub-Saharan Africa (4.26),

and East Asia and Pacific (3.03). Labor mobility costs are negatively correlated with per capita

GDP and positively correlated with poverty rates. They are also inversely correlated with tertiary

educational attainments and schooling quality, but are uncorrelated with primary and secondary

education enrolment. Finally, mobility costs positively correlate with other frictions, distortions

and constraints in the economy.

To illustrate how our estimates of labor mobility costs can be used for policy analysis, we run

simulations of the labor market responses to trade liberalization. For each developing country, we

separately explore the impacts of a hypothetical decrease in the prices of Food and Beverages and

Textiles (due to tariff cuts, for instance). The magnitude of the labor mobility costs matters for

the responses of these economies to such a trade shock. Typically, countries only reach close to the

steady state after 6 years and the higher the mobility costs are, the longer this transition takes.

This imperfect adjustment is costly. We estimate measures of trade adjustment costs and these

estimates vary widely across countries. On average, the costs of adjustment to a trade shock in the

food sector can be twice as high as the actual gains from trade, while the costs of adjustment to a

trade shock in the textiles sector can be equivalent to about 60 percent of the gains from trade.

The rest of the paper is organized as follows. In section 2, we introduce the structural model

of labor mobility costs and, in section 3, we discuss the estimation algorithm. The mapping of

the estimates of the labor mobility costs is in section 4. Section 5 presents the simulations of the

impacts of trade shocks. Finally, section 6 concludes.

2 A Model of Labor Mobility Costs

Our model of labor mobility costs is based on Artuç, Chaudhuri and McLaren (2010). There are N

sectors in the economy, M manufacturing sectors and one non-manufacturing sector.4 At a given
4In other settings, this “residual” sector could also include unemployment or informality. See our discussion below.

3



time period, each agent is employed in a sector and earns the sectoral market wage. At the end

of each time period t, the agent chooses a sector of employment for the next period, t + 1. If the

utility differential is larger than the cost of moving, workers move. This determines a new vector of

equilibrium labor allocations. We can then estimate the key moving cost parameters by matching

the employment predictions of the model with the employment allocations observed in the data.

A worker employed in sector i at time t earns the current sector specific wage wit and enjoys a

sector specific (utility) effect denoted by ηi. These ηi can be interpreted as compensating differentials

across sectors. Both wit and ηi are common to all workers in a given sector so that there is no worker

heterogeneity.5 The agent observes both w and η, but only w is observed in the data.

At the end of each time period t, the agent chooses the next period sector of employment based

on the expected stream of future wages and on the moving costs. The cost of choosing alternative

j for agent l who is currently in sector i is C + εj,lt . The “moving cost” has two components, a

deterministic part, C, common to all agents, and a random part, εj,lt , specific to agent l. All agents

are identical except for their individual moving cost shock εj,lt , and their current sector. Hence, the

state of each agent can be summarized with his/her sector i. We assume that C = 0 if agents stay

in their current sector. At the end of time t, the random component of the “moving cost,” εj,lt , is

revealed.

Agents are risk neutral, have rational expectations and a common discount factor β < 1. Let

U i,lt be the present discounted choice-specific utility of agent l currently employed in sector i. Let

V j
t+1 be the expected value of U , conditional on the vector of idiosyncratic shocks, εj,lt . The Bellman

equation is

(1) U i,lt = wit + ηi + max
j

{
βEtV

j
t+1 − C − ε

j,l
t

}
.

We now need to solve the model to compute the equilibrium flows of workers across sectors. This

solution delivers employment allocations for all sectors i and periods t, and we can thus recover

the structural parameters by matching the employment solution of the model with the employment

levels observed in the data, our task in section 3. To find the solution, take expectations of (1) with
5Since, as we explain below, we work only with aggregate data, this is an unavoidable assumption. Dix-Carneiro

(2013) introduces worker heterogeneity in a related structural model of labor mobility costs.
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respect to agent specific shocks to get

(2) V i
t = wit + ηi + Et max

j

{
βV j

t+1 − C − ε
j,l
t

}
.

Dropping the agent superscript l for notational convenience, we can rearrange the value function as

V i
t = wit + ηi + βEtV

i
t+1 + Et max

j
{εjt + εit},

where

εit = [βEtV
j
t+1 − βEtV

i
t+1]− C.

Then, the choice specific values can be written as

(3) V i
t = wit + ηi + βEtV

i
t+1 + Ωi

t.

Here, the option value Ωi
t is equal to

Ωi
t =

N∑
j=1

∫ ∞
−∞

(εj + εijt )f(εj)
∏
k 6=j

F (εj + εijt − εikt )dεj ,

where F (ε) is the cumulative distribution function and f(ε) is the probability density function of

the moving cost shocks. The option value, Ωi
t, is the additional utility generated by the possibility

to change sectors in the future (and thus to enjoy potential wage differentials). As the moving cost

C increases, the option value decreases, and it diminishes to zero when the moving cost goes to

infinity.

In principle, the model can be solved for any distributional assumption on F (ε). As it is standard

in discrete choice model, we assume that ε is distributed iid extreme value type I with location

parameter −νγ, scale parameter ν, and cdf F (ε) = exp (− exp (−ε/ν − γ)), where E (ε) = 0,

V ar (ε) = π2ν2/6 and γ is the Euler’s constant. This assumption allows us to have an analytical

solution for the option value, which becomes Ωi
t = ν log

∑
k exp

((
EtV

k
t+1 − EtV i

t+1 − Ckt
)

1
ν

)
.6 This

analytical solution simplifies the Bellman equation and makes it tractable.7

6See Artuç (2012) for the derivation.
7See McFadden (1973)
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We can now derive the employment allocations implied by the model. Let mij
t be the ratio of

agents who switch from sector i to sector j. This can be interpreted as gross flows from i to j, or

the probability of choosing j conditional on i. The total number of agents moving from i to j is

equal to yijt = Litm
ij
t , where Lit is the number of agents who are in i at time t. Under the extreme

value distributional assumption, the gross flow mij
t can be written as

(4) mij
t =

exp
((
EtV

j
t+1 − EtV i

t+1 − C
j
t

)
1
ν

)
N∑
k=1

exp
((
EtV k

t+1 − EtV i
t+1 − Ckt

)
1
ν

) .

Finally, the allocation of labor between sectors is given by:

(5) Ljt+1 =
∑
k 6=j

mkj
t L

k
t +mjj

t L
j
t .

There are four key pieces in the model: the common mobility costs, C, the variance of the idiosyn-

cratic mobility costs, ν, the compensating differentials, ηi, and the wage differentials. At each time

period, workers compare the costs and benefits of changing employment sector. The benefits are

given by the utility differentials, that is the wage differentials net of the compensating differentials.

Workers move when the utility differentials are larger than the mobility costs, inclusive of the id-

iosyncratic benefits. In the end, given the utility differentials, the flow of workers across sectors

depends on C and ν, which are the parameters that we want to estimate.

3 Estimation

Our goal in this paper is to create the most comprehensive map of estimates of labor mobility costs

possible. Artuç, Chaudhuri and McLaren (2010) derive estimators of these mobility costs based on

panel data. The panels are used to build measures of gross employment flows across sectors that,

together with utility compensating differentials, identify C, ν, and ηi. In many countries, where

the needed panel data is not available, this approach cannot be implemented. For many of these

countries, there is availability of time series of sector-level employment and wages, for example in

the UNIDO database. In this section, we derive estimators of the mobility costs based on this

readily available data.
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3.1 The UNIDO Data

It is convenient to begin with a description of the data, because the type of data available imposes

some restrictions on the estimation algorithm. In the analysis, we use INDSTAT4, the UNIDO In-

dustrial Statistics Database for the period 1990-2008. The dataset provides information on number

of establishments, number of employees, wages, output, value added, and gross fixed capital forma-

tion. For our purposes, we need information on employment and wages for the estimation and also on

value added for the simulations (see section 5 below). From these data, we build series for the wage

streams wit and for the labor allocations Lit, for sector i at time t. For the estimation, we aggregate

the data into eight major sectors, namely Metals & Minerals, Chemicals & Petroleum Products,

Machinery, Food & Beverages, Wood Products, Textiles & Clothing, Miscellaneous Equipments,

Motor Vehicles. The UNIDO data has a good coverage of the manufacturing sector but does not

cover the non-manufacturing sector. To overcome this limitation, we use national account data to

construct measures of labor allocations in the non-manufacturing sector, which we label as sector

1. Note that we do not observe wages for the non-manufacturing sector. In the end, our data

comprises time series of employment allocations for both non-manufactures and manufactures, L1
t

and Lit, and wages for manufactures, wit. Wages (utilities) in the the non-manufacturing sector will

be calibrated from the data.

3.2 The Estimator

We propose a simulation estimator where we compare the labor allocations simulated with our

structural model with the labor allocations observed in the data. Concretely, we define a minimum

distance estimator that matches changes in employment allocations for all the manufacturing sectors

across time:

(6) Ĉ = arg min
C

T−1∑
t=1

N∑
i=2

ωit

((
L̃it+1(C; η,u1)− L̃it(C; η,u1)

)
−
(
Lit+1 − Lit

))2
,

where L̃jt are the employment prediction of the model and ωit are weights used for efficiency. Iden-

tification depends on the response of employment allocations to wage differences in the data. In

(6), we account for aggregate shocks and for sector-specific fixed effects. However, since we only

have aggregate employment and wage series, we cannot control for observed and unobserved hetero-

geneity. In principle, observed heterogeneity can be dealt with by matching employment and wage
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series conditional of those characteristics (skills, gender, age). Consequently, our estimates capture

a reduced-form association between labor flows and average sectoral wage differences which we in-

terpret as reduced-form estimates of average labor market frictions in the economy. Unobserved

heterogeneity can create potential biases (Dix-Carneiro, 2013; Lee and Wolpin, 2006). Self-selection

can make the expected wage in a sector to be a poor estimate of the wage differentials for workers

employed in other sectors. For example, if the wage actually offered to a worker in sector i is lower

than the average observed wage used by our estimator, then labor re-allocation can be small even

with large average wage differences. As a result, our estimate of C can be spuriously large. With

aggregate data such as UNIDO’s, these potential biases are unavoidable.

To implement the estimator, we start with guesses for the mobility costs, C/ν, the compensating

differentials for the manufacturing sectors, ηi, and the utility differentials for the non-manufacturing

sector, u1t .8 Given these guesses, we solve the model with backward iteration.9 We first calculate

the values V i
t , V

1
t backwards using (3).10 We then calculate the gross flows, mij

t and, with them, we

predict the next period labor allocation in sector j, L̃jt+1,

L̃jt+1 =

K∑
i=1

L̃itm
ij
t ,

where L̃i1 = Li1 for t = 1. These predictions are then compared with the data and the guesses are

updated until convergence. To achieve efficiency, the model is estimated in two steps. We first use

the identity matrix as the weighting matrix and we then plug in the residuals from this step in ωit.

We should note here that, in order to simplify the numerical search given the large number of pa-

rameters and the limited data, we find the utility differentials u1t and the compensating differentials

ηi that simultaneously solve the following system of equations:

(7) L̃1
t (u

1, η;C/ν) = L1
t ,

8Given the data on employment allocation, and thus the lack of data on gross flows, we can only identify C/ν,
the ratio of the common mobility cost C and the variance of the utility shocks ν, but we cannot separately identify
these parameters. In the Appendix, we show that this limitation turns out not to be relevant for our purposes.

9This requires a finite time horizon assumption, so that the optimization problem ends at time T , and an assump-
tion about expectations, namely Etwτ = wτ for any τ ≥ t, so that there is no aggregate uncertainty. This restriction
allows us to calculate expected values V from observed wages, rather than from expected wages.

10Note that, for time T , the values are simply equal to the instantaneous utility, V iT = wiT + ηi and V 1
T = w1

T + η1T .
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for all t, and, for each sector i,

(8)
1

T

∑
t

L̃it(u
1, η;C/ν) =

1

T

∑
t

Lit,

where T is the number of time periods in the data. This is a calibration procedure where we

match u1t and η such that the predictions of the model match both the whole time series of non-

manufacturing sector labor allocations and the average employment for each sector i. The vectors

u1 and η are re-calibrated in each step of the minimization search.11

The variance can be computed numerically. Given the solution Ĉ, let Λ̂it+1 = L̂it+1(Ĉ; η,u1) −

L̂it(Ĉ; η,u1) be the predicted employment changes and let Λit+1 = Lit+1 − Lit be the observed em-

ployment changes. Define

(9) ĥit+1 =
∂Λ̂it+1

∂C
eit+1,

where eit+1 = Λit+1 − Λ̂it+1(C) is the residual. Then, the variance of Ĉ is:

(10) V̂ (Ĉ) =
1

n

 1

n

∑
i,t

∂ĥit+1

∂C

−1 1

n

∑
i,t

(ĥit+1)
2

 1

n

∑
i,t

∂ĥit+1

∂C

−1 ,
where n is the total number of observations, summing across sectors i and time t. Note that the

calculation of the variance requires numerical estimates of the first and second derivatives of Λ̂.

4 A Mapping of World Mobility Costs

4.1 Descriptive Statistics

Table 1 shows the estimates of the labor mobility costs for 47 countries around the world and Figure

1 introduces our labor mobility cost map. Table 2 reports averages for different groups of countries.

For all the countries in the world, the average C is 3.75. This means that, when moving sectors,

workers face a common utility cost that is equivalent to 3.75 times the annual average wage in

the economy. In general, developing countries show much higher C than developed countries. On
11Our estimator has a flavor similar to the estimator in Goolsbee and Petrin (2004) in the sense that they match

micro-data to recover the parameters and aggregate moments to recover the fixed-effects. The key difference is that
Goolsbee and Petrin have much more detailed disaggregated data and thus can estimate rather than calibrate the
fixed-effects, as we do here.
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average, the mobility cost is 2.41 for developed countries and 4.93 for developing countries, more

than twice as large. The lowest costs are estimated in Singapore, the United States, and Japan;

the highest costs are estimated in Bangladesh, Ethiopia, Turkey, Azerbaijan, and Peru. Figure 2

shows the distribution of C. As expected, the density for developing countries lies to the right of the

one for developed countries. In addition, there is a much larger dispersion in C across developing

countries. The density for developed countries is, in contrast, much more concentrated.

To explore differences in C, we report averages for countries by region and by income levels. The

lowest labor mobility costs are in North America, 1.65, and in Western Europe, 2.61. In developing

countries, the highest average Cs are estimated for South Asia (5.45), Latin America (5.34), Eastern

Europe & Central Asia (4.96), Middle East & North Africa (4.40), Sub-Saharan Africa (4.26), and

East Asia & Pacific (3.03). When countries are grouped by income level, the estimated costs are

2.40 in High income OECD countries, and 2.55 in High income, non-OECD countries. The highest

average C, at 6.81, is in Low income countries. The mobility cost in Upper middle income countries

is 4.84 and in Lower middle income countries, 4.68.

4.2 Correlates

We now explore some correlates of the labor mobility costs. We do this by plotting simple bivariate

non-parametric regressions between various country characteristics and the size of the estimated

mobility costs. We organize this description around four groups of correlates: country well-being,

features of the labor market, education, and other constraints. No causality is implied by this anal-

ysis, only simple correlations. Data on these correlates are from the World Development Indicators,

and they represent averages for the period 1995-2007.

Figure 3 describes the correlation between the mobility costs and some measures of well-being.

Richer countries, in terms of per capita GDP, tend to show lower mobility costs (top left panel).

However, there is no obvious correlation between the growth rate of per capita GDP and the size of

those costs (top right panel). We don’t observe any statistical correlation between C and inequality

(measured by the Gini coefficient), but there is a very strong positive correlation with both the

poverty head-count and the poverty gap.

In Figure 4, we plot C against the structure of employment in agriculture, industry, and services.

The correlation is strongly negative with agriculture and strongly positive with industry and services.

Furthermore, the top panel of Figure 5 documents a positive correlation between the mobility costs
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and self-employment, while the bottom panel reveals a positive correlation with the proportion of

individuals in vulnerable employment conditions. The implications are that countries that are more

highly specialized in non-primary sectors tend to show lower labor mobility costs, as do countries

with large self-employment and low job quality.

Figure 6 describes the correlation with educational variables. The top panels and the bottom-left

panel show that the labor mobility costs are inversely correlated with the educational attainment

of the labor force. This can be more clearly seen in the bottom-left panel, where the negative

correlation of C with the share of the labor force with tertiary education is evident. In the bottom-

right panel, we plot C against the pupil to teacher ratio in secondary education. The graph shows a

positive correlation, thus suggesting the countries with lower education quality (higher pupil-teacher

ratio) tend to also show higher labor mobility costs.

Finally, we plot in Figure 7 the correlations with various other indicators of constraints and

distortions. It is not surprising to find an overall positive correlation between the mobility costs

and these indicators. For example, labor mobility costs are positively associated with constraints

such as business start-up costs, firing costs, procedures to enforce a contract, days to exports, days

to import, and time required to start a business. This means that labor market rigidities are more

prevalent in countries where other types of rigidities and distortions are also present.

5 The Estimates at Work: Simulating Labor Market Responses

Our estimates of C have a high descriptive value, especially for developing countries. They can be

used to characterize and assess differences in labor market frictions across countries. In this section,

we illustrate how to use those same estimates to simulate labor market responses to a trade shock

and to derive measures of trade adjustment costs. Given the limitations of our data, we work with

simple simulations where we shock the price of a sector. We focus on trade shocks to Food and

Beverages, but also show simulations to shocks in Textiles. We assume that the price of these goods

exogenously and unexpectedly decline by 30 percent and we run independent simulations for all the

countries in our sample.12 All the results that follow should be taken as indications of potential

impacts of trade reforms and as a simple illustration of the uses of our estimates of C.

To simulate the economy, we need to add more structure into our model. We specify production
12We do not attempt to develop a global model of trade adjustment. This is, however, doable, if we impose heavy

structure to a global model such as Hoekman and Olarreaga (2008).
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and demand functions and we calibrate the initial steady state of the economy. When the economy

is hit by the trade shock, we solve for the transition path to the new steady state. Details on the

structure of the simulations and the algorithms to find the solutions are in Artuç, Chaudhuri and

McLaren (2008, 2010).

On the demand side, we assume Cobb-Douglas preferences

(11) u =
∏
g

x
θg
g ,

where xg is the consumption of good g and θg is its share of total expenditure. To be consistent across

the paper, we work with nine goods, eight traded goods and the non-traded residual sector. We

represent those preferences with data on budget shares compiled by the International Comparison

Program.13

Production functions are also assumed to be Cobb-Douglas

(12) Qg = AgL
αg
g K

1−αg
g ,

where Qg is physical output of good g, Ag is a technology parameter, and Lg and Kg are labor and

capital respectively. Labor is imperfectly mobile because, as before, workers can move across sectors

after paying the moving costs C. Instead, capital is assumed to be fixed as in Artuç, Chaudhuri,

and McLaren (2010).14 The parameters αg are approximated with the share of wage bill in value

added at a sectoral level. Assuming each sector pays a wage equal to the marginal product of labor,

we then solve for the technology parameters (including differences in capital)

(13) Ãg =
1

αg
wgL

1−αg
g ,

where Ãg = AgK
1−αg
g . Note that there is an important difference in the treatment of the traded

and residual sectors. For the traded sectors, the UNIDO data include wages and employment and

thus we can easily recover Ãg. For the residual sector, we only observe Lg. For the purpose of the

initial calibration, we thus set the wage to the average wage of the economy.

We focus first on shocks to Food and Beverages. We report the responses of employment

allocations and wages for each of the 25 developing countries in our sample in Figures 8 to 15. Each
13Details can be found at http://siteresources.worldbank.org/ICPEXT/Resources/ICP_2011.html
14See Artuç, Bet, Brambilla, and Porto (2012) for simulations with imperfect capital mobility.
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graph shows six responses using solid lines for wages and dashed lines for employment. The responses

of the affected sector (Food and Beverages) are plotted with a thick line and the responses of the

residual sector, with a medium-thick line. To simplify the presentation of the results, we aggregate

all the remaining traded sectors into one. These responses are plotted with a thin line. To streamline

the exposition, all our results are presented as proportional changes relative to the initial steady

state. The transitional dynamics of each country are interesting and revealing in themselves. But

rather than attempting to describe all these dynamics, we prepared a typology of responses that

are prevalent in our sample.

In all countries, on impact, the real wage in Food and Beverages declines. The decrease in food

prices causes a loss of profitability in the sector that translates one to one to nominal wages. The

decline in the price index (CPI) is proportional to the food share (which is less than 1). Real wages

increase in the rest of the economy, both in the residual sector and in other manufactures, because

of the increase in purchasing power (with constant nominal wages and a lower CPI). There are

sizeable differences in these initial responses because the weight of food in the price index varies

across countries.

The resulting changes in intersectoral wage differentials create incentives for workers to move

away from the food sector. The real wage in the sector thus gradually starts increasing. It is

remarkable that, in most cases, real wages actually recover and are in fact higher in the new steady

state than in the initial steady state. There are only four exceptions, namely Latvia, Romania,

Costa Rica, and South Africa. There are, however, significant differences in the time it takes to

recover. In Azerbaijan, Russia, or India, for example, the recovery occurs in only 2 years (after the

initial wage decline—year 3 of the transition). In Peru, in contrast, it takes 12 years, and in Turkey,

10 years.

Employment in the shocked sector declines, as expected, because firms shrink. It is noteworthy

that food workers flow to other traded sectors rather than to the residual sector. In fact, in no

country does the residual sector grow. It is not easy to track down why this happens, because the

result follows from a combination of the large size of the residual sector, which thus only slightly

reacts, of both the initial wage and the compensation differentials, and of the wage responses

themselves. The analysis of wage reactions shows that both wages increase (as already pointed out)

and that the increase in the wage of the other traded sectors is always larger than the increase in

the wage of the residual sector. Only India shows similar responses in these two wages after the
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second year of the transition. In addition, the real wage in other traded sectors first increases,

but then declines. However, in no country are the responses reverted (so real wages in the new

steady state are always higher than in the initial steady state). In the residual, non-traded sector,

the initial increase in real wage roughly perpetuates during the whole transition. This is so for all

countries and it is the consequence of the size of the sector. Since the residual sector is very large,

compared with other traded sectors in these economies, the (often low) inflow of workers does not

affect equilibrium wages to a large extent.

Overall, thus, our findings suggest sluggish responses of the labor market, especially in the

affected sector, due to labor mobility costs. This can also be seen by computing, for each country,

the number of years needed to converge to within 95 percent of the new steady state level of

real wages in Food and Beverages.15 Results are reported in Figure 16. Worldwide, the average

convergence speed is 4 years, but it is slower in developing countries (5.44 years) than in developed

countries (2.5 years). There is significant variation in speed. In Lithuania, for instance, it takes 12

years to reach 95 percent of the steady state; in Turkey and Azerbaijan, 11 years; in Peru, 10. By

contrast, it takes only two years in Latvia, South Africa, Romania, Costa Rica, and Senegal. The

convergence speed is increasing with C. For mobility costs C of up to around 4, the convergence

speed is constant at 2 years. This includes most developed countries. For C higher than 4, the

convergence speed steeply increases with the mobility costs.

5.1 The Gains from Trade and Trade Adjustment Costs

We can also use our model to estimate measures of gains from trade and of trade adjustment costs

in the affected sector, Food and Beverages. As our measure of welfare, we use the workers’ values,

given by Vt in equation (3), which is the present discounted utility for a (random) worker in the food

sector at time t. Note that our model generates bilateral flows of workers between sectors during

the transition and during the steady state—the difference being that wages change in the transition

but the wage differentials are constant in the steady state. In consequence, when we refer to trade

adjustment costs for workers in food and beverages, we are making a statement about a random

worker that may, or may not switch sectors.

Let V0 and V∞ be the welfare of a worker in Food and Beverages in the pre-shock and post-shock

steady states. Let V be the present discounted value of the utility of a worker in the food sector
15Other variables, such as employment, produce similar results.
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along the transition. The actual gains from trade are given by

(14) G = V − V0.

The potential gains from trade are instead given by

(15) PG = V∞ − V0.

The differences between the potential and the actual gains from trade are caused by the costs of

labor mobility, which prevent the economy from instantaneously reaching the new steady state. As

in Davidson and Matusz (2010), this allows us to estimate Trade Adjustment Costs, TAC, as:

(16) TAC = V∞ − V.

To help in interpreting these measures, Figure 17 plots a hypothetical scenario where the pre-shock

and post-shock values V0 V∞ are the present discounted value of v0 and vt, respectively. The

scenario features gains from trade (V∞ > V0) and a transition path that shows an initial decline in

welfare and a later recovery. The potential gains from trade are PG = A+ C, the actual gains are

G = C −B and TAC = A+B.

Results are reported in Table 3. Column 1 reproduces the level of mobility costs C. In columns

2 and 3, we show the potential and the actual gains from trade as a share of the value in the

initial steady state. The potential gains from trade are always positive. All countries stand to gain

from lower food prices although the magnitudes vary widely, from a very low 0.55 percent in the

United States to almost 20 percent in Azerbaijan. The reason why a decline in the price of food

and beverages causes potential welfare gains is twofold. As shown above, nominal wages in F&B

decrease and this represents a welfare loss. However, lower food prices raise the real wage, not

only in the food sector but also in other sectors of the economy. In the model, the intertemporal

welfare of a worker V has two components, the real wage and the option value associated with the

probability of future labor choices (possibly implying a switch of sectors). Thus, even though the

real wage of a food worker may decline following the trade shock, the increase in the real wage in

the rest of the economy provides an option value that help raise overall welfare. Our results suggest

that, for all countries, the new steady state level of intertemporal welfare is actually higher than
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the pre-shock welfare. Among developing countries, the potential gains from trade are equivalent

to 7.5 percent of initial welfare.

The actual gains from trade also tend to be positive. They are also quite large: for developing

countries, the gains from trade, as a share of initial welfare, are 5.2 percent. This is surprising

because of the initial drop in the real wage that we documented in Figures 8 to 15—which means

that, along the transition, welfare first declines but then recovers. The results from our simulations

suggest that, in 45 out of 47 countries, the future gains from lower food prices more than compensate

the short-run losses (in terms of Figure 17, area C is larger than area A). Among developing

countries, only Peru would lose from lower prices. This is because the initial drop in welfare is very

pronounced and the recovery takes a long time. The actual gains from trade are smaller than the

potential gains from trade because of the costs of labor mobility. In countries with low C, such as

the United States or Singapore, the differences are negligible. In countries with high C, such as

Peru, Azerbaijan, or Turkey, the differences are sizeable.

In all countries, the trade adjustment costs TAC are positive. This can be seen in column 4

of Table 3, which shows TAC as a share of initial values. In low-C countries, and in fact in most

developed countries, these costs are very low. As expected, developing countries with higher C face

much larger TAC. In Peru, for instance, TAC are equivalent to 7.25 percent of the initial welfare.

In Turkey, Azerbaijan, and Lithuania TACs are equivalent to 5.92, 5.79 and 5.18 percent of initial

welfare, respectively. In Figure 18, note that the level of TAC increases with C. The average TAC

for developing countries is 2.3 percent.

In the literature, TAC is typically reported as a share of the total gains from trade (Davidson

and Matusz, 2010). This measure gives a sense of the gains from trade that are forgone due to the

costs of labor mobility. We report TAC as a share of the potential and actual gains from trade in

columns 5 and 6. It is noteworthy that the costs of trade adjustment can represent a very large

fraction of the gains from trade. In countries where there are actual losses from trade (Peru and

Denmark), the ratio of TAC to potential gains is actually greater than 1 (because area B is greater

than area C). In all the remaining countries, TAC are bounded by PG. The share of TAC in PG

varies a lot, from as high as 91.79 in Turkey and 93.87 in Chile to as low as 3.46 in South Africa

and 3.5 in Japan. The average for developing countries is 33.

The ratio of TAC to the actual gains G can vary widely. In South Africa and Japan, the ratios

are 3.58 and 3.62, respectively. These economies, among others, can quickly enjoy the gains from
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trade because the costs of adjusting labor, C, are relatively low. In other cases, TAC are huge. In

Turkey, TAC can be more than 11 times higher than the gains from trade, and in Chile more than

5 times as high. The average for developing countries is 101.7, so TAC and G are similar, but the

median is 27. The size of TAC, in these cases, is dictated by the various parameters of the model,

not only by C. For instance, the ratios are roughly the same in Bangladesh, a country with one

of the highest C, as in Egypt, a country with the average C for developing countries. The ratios

depend on both TAC and G. A large mobility costs makes TAC large and G small, so the ratio

tends to be high in these cases. But a large share of food prices in the CPI will create a large G,

even for a given TAC, and thus a lower relative importance of trade adjustment costs.

To complete the illustration of some of the uses of C, we end with an analysis of the gains from

trade and the trade adjustment costs following a 30 percent decline in the price of textiles.16 In the

UNIDO data, the textile sector tends to be larger than the food sector (in terms of employment).

In turn, the weight of textiles and clothing in the consumer price index is much smaller than the

weight of food. As a result, there will be larger losses from wage responses in the textile sector,

and lower gains from CPI changes. In fact, we find welfare losses across most countries (Table 5).

In column 2, the potential gains from trade are negative for most developing countries (with the

exception of Chile, Ecuador, Russia, South Africa, and Latvia); in column 3, actual losses from

trade are found all over the developing world, except in South Africa and Latvia.

TACs, as a share of initial welfare, are in column 4. As in the case of Food and Beverages, we

find worldwide positive trade adjustment costs in textiles, even when the simulations show welfare

costs. This is an interesting result of our model. It is often argued that, when there are losses

from trade as in the case of textiles, factor adjustment costs can actually protect workers in the

short-run. In other words, when labor is imperfectly mobile, the gradual adjustment to the steady

state may ameliorate the short-run losses associated with the loss of protection. In our model, the

short-run welfare loss of a textile worker overshoots the post-shock steady state welfare level so

that the short-run losses are actually larger than the long-run losses. Figure 19 presents the case

of Bangladesh. This implies positive TACs. In other words, textile workers are worse off under

mobility costs, even if they would lose in the frictionless model.

To end, columns 5 and 6 show that the ratio of TAC to the gains (losses) from trade vary

widely across countries. This, as argued above, is not only due to C but also to the whole mixture
16A full set of simulation results as in Figures 8 to 15 can be found in the online appendix to this paper.
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of factors captured by the parameters of our model, such as CPI textiles shares, the share of labor

in textiles production and so on.

6 Conclusions

The premise of our paper is that, in the presence of labor market frictions, trade shocks can have

distinct dynamic effects on wages and employment. To explore this idea, we proposed an estimator

of labor mobility costs and we built a map of those costs across the developing world. In line with

the literature, we estimate large costs of labor mobility, especially for developing countries. These

costs, however, vary a lot across countries. They are negatively correlated with various measures

of development (per capita GDP, educational attainments) and positively correlated with other

frictions, distortions and constraints in the economy.

Our estimates can be used to assess policies. We combined the structural model with the esti-

mated labor mobility costs to simulate the responses of labor markets to trade shocks in developing

countries. These simulations allowed us to illustrate the interplay between labor market frictions

and trade shocks and to quantify the gains from trade and the trade adjustment costs. We find that

transitions are long, 6 years on average, and longer in countries with higher mobility costs. This

creates trade adjustment costs that are typically large, and larger for countries with higher costs.

We think about our estimates of labor mobility costs as a useful tool for policy analysis. We show

here that our model and estimator work well with readily available aggregate data. Importantly, if

more detailed data could be compiled, the estimation and the simulation results can be improved to

account for workers heterogeneity (by for example estimating different costs for skilled and unskilled

workers), to incorporate informality, or to better deal with the non-manufacturing sector.
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APPENDIX: Assessment

In this Appendix, we assess our estimates of C and the implied simulation results. There are two

issues to address. First, the estimation algorithm is a mixture of a calibration exercise and a non-

linear estimator. We want to show that the calibration embedded in our algorithm is not biasing the

estimates of the mobility costs C. Second, since we do not observe labor flows, we can only estimate

C/ν. We want to investigate the implications of this limitation both in terms of the cross-country

differences in C (section 4) and of the simulation results for a given country (section 5). We tackle

these issues sequentially.

Monte Carlo Experiments

To assess the role of the calibration in the estimation of C, we perform the following Monte Carlo

experiment. We assume values for the parameters of the economy, namely C = 3 and ν = 1 (we

also adopt values for ηi and u1t ). Given these parameters and various shocks to the economy (ε),

we simulate data using the structural model. These data mimic the data observed in UNIDO,

that is, a time series of labor allocations across sectors and equilibrium wages. We simulate the

economy for 15 years (a time series comparable with that in the data). Using this simulated data, we

estimate C using our estimation algorithm (which embeds the calibration of ηi and u1t ). We repeat

this experiment 100 times.17 In each replication, we get estimates of C and its variance. In the

experiment, the average value of C is 3.06, with a standard deviation of 0.20. For the variance, the

estimated standard error of C is 0.14 (with a standard deviation of 0.13). Even with few replication,

thus, the experiment suggests our algorithm works quite well.

C versus C/ν

A concern with our data is that we can only estimate the ratio of the mobility costs, C, to the

variance of the utility shocks, ν. This is a consequence of having time series data rather than panel

data, which thus prevents us from observing bilateral gross employment flows across sectors. This

data limitation makes it impossible to separately identify the two parameters. To see why, recall

the moment condition derived by Artuç, Chaudhuri and McLaren (2010):

(17) Et[
β

ν
(w̃kt+1 − w̃

j
t+1) + β(ln mjk

t+1 − ln mkk
t+1)−

(1− β)

ν
Cjk − (ln mjk

t − ln mjj
t )] = 0,

17We run only 100 replications in our Monte Carlo because each iteration takes a long computing time.
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where w̃it is the real wage in sector i at time t and β is the discount factor. From this, we infer

that the level of employment flows across sectors identifies C/ν (given β) and that the correlation

between the response of the flows m to the expected wage difference identifies 1/ν (given β).

Our estimator compares wage and employment fluctuations. If wage differences are large but

workers move little (i.e., the net flows are small), then we estimate a high C, give our normalization

of ν. However, a large ν can also account for small employment responses to wage fluctuations. The

variance of the utility shock, ν, indicates how much workers value wage shocks vis-à-vis idiosyncratic

utility shocks (net of the utility compensating differentials). A high ν implies a high variance for

these shocks and thus a lower weight on wage shocks. In other words, when ν is large, workers

care a lot more about the utility shocks than about wage shocks, so that the relative importance of

wage differences decreases. As a result, the employment response to a given wage differential will be

small. Note that, with gross flows, this is not a problem because a large ν implies very large gross

flows and we can use this information to pin down the separate role of C and ν. Large gross flows

imply that workers move from sector i to sector j, and from j to i at the same time, something that

is not compatible with a high C.18

In practice, this limitation is not a source of great concern. Since we are normalizing ν, we are

in fact creating a hierarchy of countries based on the labor mobility costs C, which is the average,

common, cost of various labor market frictions. Parameter ν is instead related to the idiosyncratic

cost of those frictions. We argue that, while there is, a priori, little reason to believe that ν will

differ across countries, there are numerous important reasons to believe C will. The correlations

uncovered in Figures 3 to 7 are a clear indication of this. The ranking of countries based on our

estimates is an arguably reasonable ranking of labor market frictions and this ranking will thus only

fail if we believe that workers in, say, Peru, care less about wage shocks (and more about utility

shocks) than workers in Costa Rica do. There might be isolated cases where such a scenario can

arise, but this is unlikely to be a systematic problem for our hierarchy.

There is still the issue of the implications of normalizing ν. Even if ν is the same across countries,

it could be different from 1. How different can it be and if so, can this affect the estimation of C?

In other words, can the ranking change under a different normalization? First, ν ≈ 1 is a reasonable
18Note that, even with good panel data (meaning long panels with many sectors), while the identification of C is

straightforward, the identification of ν is always difficult. Complications in the identification of ν arise if, as it is often
the case, there is little variation in observed aggregate wages. Worker heterogeneity may also affect identification.
For instance, there might be large changes in individual wages, but if these changes go in different directions, the
aggregate wage differentials used to identify ν may be artificially small (Dix-Carneiro, 2011).
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approximation. Artuç (2012) indeed argues that the most plausible estimates of ν using very rich

U.S. panel data are actually small, with ν = 1 being in fact a good approximation to the true value.

Moreover, there is little variation in ν across specifications. In consequence, our normalization

actually provides reasonable estimates for the level of C as well. Second, we can estimate C for

alternative values of ν in a small neighborhood of 1, say in the interval [0.90, 1.1]. In Table A1,

we report the baseline C (column 1), and the estimated C for ν = 0.9 (column 2) and for ν = 1.1

(column 3). As it can be seen, these alternative estimates are typically within 5 to 10 percent of

the baseline C. Moreover, the correlation between them, at 0.86 for low ν and 0.99 for high ν, is

very high so that the ranking of countries in terms of the mobility costs is robust.

A different concern is whether the normalization of ν affects the results from the simulations.

For a given C, if the true ν is higher than 1, then the response of the employment flows to the

utility shocks relative to the wage shocks would be underestimated. This means that the response

of workers to the wage differential created by a trade shock would be overestimated. In the end, the

simulations would produce a more responsive labor market than it really is. If the true ν is instead

lower than 1, then the simulations would produce a more sluggish labor market. The evidence in

Artuç (2012) based on U.S. data suggests ν could be, if anything, a bit lower than 1. Labor markets

would thus be slightly more responsive than what our simulations suggest.

We can assess this directly by re-running the simulations using the estimates of C and ν in the

limits of the interval for ν, [0.90, 1.10].19 We did this for all countries in the sample and results

are in an online appendix. Here, we show differences in the dynamics of real wages in Food and

Beverages for six countries: the top two countries in terms of C, Peru and Azerbaijan, two countries

with average C, Egypt and Bolivia, and the bottom two countries in terms of C, South Africa and

Latvia. The results are displayed in Figure A1. As it can be seen, for ν = 0.9 or ν = 1.1, the

dynamics of the system, given the estimated C/ν, are to a very large extent the same as those for

ν = 1. A similar exercise with exactly the same conclusions can be found in Artuç, Chaudhuri, and

McLaren (2008). As a consequence, even though the economies will behave differently under different

ν, the differences are, both quantitatively and qualitatively, almost irrelevant for our analysis.

19Note that we are re-estimating C for the different values of ν and, as a result, the simulations mix the effects of
both changes.

23



Table 1
Labor Mobility Costs

Mobility Costs Standard Error

C

Peru 7.94 1.938
Azerbaijan 7.81 8.218
Turkey 7.39 0.279
Ethiopia 7.06 0.193
Bangladesh 6.55 0.724
Indonesia 6.20 0.227
Lithuania 6.07 0.619
Chile 5.72 0.683
Ecuador 5.53 1.045
Bulgaria 5.47 0.301
France 5.33 0.646
Denmark 5.08 1.956
Egypt 4.95 1.075
Bolivia 4.93 0.549
Mongolia 4.88 0.538
Russia 4.56 0.680
Iran 4.52 0.462
Georgia 4.42 0.377
Syria 4.40 0.963
India 4.35 0.274
Mauritania 4.33 0.622
Jordan 4.13 0.318
Oman 4.01 0.382
Senegal 3.68 0.087
Poland 2.99 1.198
Czech Republic 2.97 0.698
Greece 2.72 0.099
Belgium 2.57 2.749
Costa Rica 2.56 0.731
Austria 2.46 0.337
Romania 2.40 0.338
Portugal 2.17 0.375
Germany 2.16 0.522
Canada 2.13 0.830
Sweden 2.04 0.644
Finland 2.00 0.399
South Africa 1.95 0.702
Slovakia 1.91 0.630
Norway 1.88 0.366
Spain 1.86 0.050
Ireland 1.81 0.651
Great Britain 1.75 1.260
Korea 1.57 0.770
Latvia 1.55 0.633
Japan 1.42 2.844
United States 1.16 0.496
Singapore 1.09 0.767

Notes: Estimates of labor mobility costs C using UNIDO data.
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Table 2
Labor Mobility Costs
Descriptive Statistics

Observations Mean Standard Error

(1) (2) (3)

All countries 47 3.75 1.93
Developed 22 2.41 1.11
Developing 25 4.93 1.72

By region
Western Europe 16 2.61 1.09
North America 2 1.65 0.69
Eastern Europe & Central Asia 8 4.96 2.21
South Asia 2 5.45 1.56
Latin America & Caribbean 5 5.34 1.93
East Asia & Pacific 5 3.03 2.34
Middle East & North Africa 5 4.40 0.37
Sub-Saharan Africa 4 4.26 2.12

By Income
High income: OECD 20 2.40 1.07
High income: non-OECD 2 2.55 2.06
Upper middle income 14 4.83 2.13
Lower middle income 9 4.68 0.69
Low income 2 6.81 0.36

Note: Average of labor mobility costs C for different groups of countries.
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Table 3
Gains from Trade and Trade Adjustment Costs

Food & Beverages

C Gains from Trade Trade Adjustment Costs

Potential Actual Initial Potential Actual
Value Gain Gain

Peru 7.94 4.32 –2.93 7.25 167.75 –247.60
Azerbaijan 7.81 19.58 13.79 5.79 29.57 41.99
Turkey 7.39 6.45 0.53 5.92 91.79 1117.84
Ethiopia 7.06 8.46 5.44 3.02 35.73 55.58
Bangladesh 6.55 15.04 11.14 3.90 25.95 35.04
Indonesia 6.20 13.15 9.15 4.00 30.41 43.70
Lithuania 6.07 8.19 3.01 5.18 63.23 171.94
Chile 5.72 3.62 0.58 3.04 83.97 523.82
Ecuador 5.53 4.83 2.39 2.45 50.66 102.69
Bulgaria 5.47 6.02 3.05 2.97 49.28 97.18
France 5.33 3.40 0.79 2.61 76.78 330.74
Denmark 5.08 2.26 –0.28 2.54 112.63 –891.90
Egypt 4.95 7.47 5.64 1.82 24.42 32.31
Bolivia 4.93 5.44 4.00 1.44 26.51 36.07
Mongolia 4.88 5.71 4.40 1.31 23.02 29.91
Russia 4.56 8.94 7.20 1.74 19.43 24.12
Iran 4.52 5.81 4.71 1.09 18.81 23.17
Georgia 4.42 5.52 4.59 0.93 16.87 20.29
Syria 4.40 8.93 7.58 1.35 15.14 17.84
India 4.35 8.45 7.76 0.69 8.17 8.90
Mauritania 4.33 18.43 16.63 1.81 9.81 10.87
Jordan 4.13 6.32 5.46 0.87 13.72 15.90
Oman 4.01 5.04 4.21 0.83 16.51 19.78
Senegal 3.68 4.52 4.24 0.28 6.20 6.61
Poland 2.99 4.57 4.15 0.43 9.32 10.28
Czech Republic 2.97 4.61 4.18 0.43 9.24 10.18
Greece 2.72 2.02 1.80 0.22 10.89 12.23
Belgium 2.57 2.01 1.83 0.18 9.02 9.92
Costa Rica 2.56 2.26 2.03 0.23 10.26 11.43
Austria 2.46 1.69 1.55 0.15 8.71 9.54
Romania 2.40 4.76 4.55 0.21 4.41 4.62
Portugal 2.17 2.47 2.29 0.17 6.99 7.52
Germany 2.16 1.72 1.65 0.07 4.35 4.54
Canada 2.13 1.31 1.19 0.13 9.53 10.53
Sweden 2.04 1.79 1.67 0.12 6.72 7.20
Finland 2.00 1.89 1.77 0.12 6.23 6.64
South Africa 1.95 2.52 2.43 0.09 3.46 3.58
Slovakia 1.91 2.70 2.58 0.12 4.27 4.46
Norway 1.88 1.45 1.36 0.09 6.39 6.83
Spain 1.86 1.54 1.45 0.09 6.01 6.39
Ireland 1.81 0.57 0.45 0.13 21.82 27.91
Great Britain 1.75 1.02 0.93 0.09 8.45 9.23
Korea 1.57 1.78 1.70 0.08 4.29 4.49
Latvia 1.55 2.18 2.07 0.11 4.86 5.11
Japan 1.42 1.64 1.58 0.06 3.50 3.62
United States 1.16 0.55 0.50 0.06 10.46 11.68
Singapore 1.09 0.78 0.71 0.07 9.39 10.37

Note: Gains from trade and trade adjustment costs following a decrease of 30% in the price
of food and beverages.
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Table 5
Gains from Trade and Trade Adjustment Costs

Textiles

C Gains from Trade Trade Adjustment Costs

Potential Actual Initial Potential Actual
Value Gain Gain

Peru 7.94 –5.14 –6.97 1.83 35.66 26.28
Azerbaijan 7.81 –1.68 –3.24 1.57 93.17 48.23
Turkey 7.39 –3.28 –6.63 3.35 102.33 50.58
Ethiopia 7.06 –3.16 –6.78 3.62 114.58 53.40
Bangladesh 6.55 –8.87 –11.46 2.59 29.25 22.63
Indonesia 6.20 –2.58 –6.26 3.68 142.93 58.84
Lithuania 6.07 –5.95 –8.26 2.31 38.86 27.98
Chile 5.72 0.78 –1.76 2.55 324.51 144.54
Ecuador 5.53 0.39 –1.40 1.79 462.64 127.58
Bulgaria 5.47 –2.13 –4.44 2.31 108.26 51.98
France 5.33 -0.39 –2.31 1.92 485.96 82.93
Denmark 5.08 –0.42 –1.75 1.33 315.51 75.93
Egypt 4.95 –1.35 –2.94 1.58 117.09 53.94
Bolivia 4.93 –0.52 –1.49 0.97 185.57 64.98
Mongolia 4.88 –3.15 –4.72 1.57 49.84 33.26
Russia 4.56 0.07 –0.75 0.82 1233.93 108.82
Iran 4.52 –0.37 –1.35 0.99 267.00 72.75
Georgia 4.42 –0.80 –0.97 0.17 21.43 17.65
Syria 4.40 –2.41 –3.82 1.41 58.49 36.90
India 4.35 –0.70 –1.34 0.64 92.05 47.93
Mauritania 4.33 –10.62 –11.54 0.92 8.68 7.99
Jordan 4.13 –0.16 –0.80 0.63 386.28 79.44
Oman 4.01 0.79 0.43 0.36 45.79 84.46
Senegal 3.68 –0.01 –0.12 0.11 1343.20 93.07
Poland 2.99 –0.56 –0.93 0.37 65.05 39.41
Czech Republic 2.97 -0.03 –0.26 0.23 804.45 88.94
Greece 2.72 0.33 0.17 0.16 49.16 96.68
Belgium 2.57 0.19 0.07 0.11 60.72 154.58
Costa Rica 2.56 –1.07 –1.09 0.02 1.95 1.91
Austria 2.46 0.56 0.47 0.09 15.98 19.02
Romania 2.40 –0.95 –1.09 0.14 15.30 13.27
Portugal 2.17 –0.32 –0.43 0.11 34.79 25.81
Germany 2.16 0.37 0.33 0.05 12.27 13.99
Canada 2.13 0.18 0.13 0.06 31.10 45.14
Sweden 2.04 0.37 0.30 0.07 18.67 22.95
Finland 2.00 0.21 0.15 0.06 28.31 39.50
South Africa 1.95 0.14 0.13 0.01 4.58 4.80
Slovakia 1.91 –0.17 –0.21 0.04 23.72 19.17
Norway 1.88 0.31 0.27 0.04 12.20 13.90
Spain 1.86 0.20 0.16 0.05 23.52 30.75
Ireland 1.81 0.24 0.20 0.04 17.12 20.65
Great Britain 1.75 0.30 0.26 0.04 13.99 16.27
Korea 1.57 –0.11 –0.17 0.06 56.56 36.13
Latvia 1.55 0.10 0.04 0.07 64.72 183.48
Japan 1.42 0.07 0.05 0.03 36.32 57.04
United States 1.16 0.16 0.14 0.03 17.13 20.67
Singapore 1.09 0.09 0.07 0.02 25.20 33.68

Note: Gains from trade and trade adjustment costs following a decrease of 30% in the price
of textiles and clothing.
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Table A1
Robustness to ν

C C with

ν = 0.9 ν = 1.1

Peru 7.94 7.38 8.52
Azerbaijan 7.81 7.11 8.52
Turkey 7.39 6.66 8.09
Ethiopia 7.06 6.59 7.21
Bangladesh 6.55 5.91 7.2
Indonesia 6.2 5.74 6.56
Lithuania 6.07 5.5 6.65
Chile 5.72 5.26 6.14
Ecuador 5.53 5.21 5.69
Bulgaria 5.47 5.04 5.87
France 5.33 4.98 5.58
Denmark 5.08 5.03 4.84
Egypt 4.95 4.83 5.01
Bolivia 4.93 4.7 5.07
Mongolia 4.88 4.53 5.21
Russia 4.56 4.29 4.75
Iran 4.52 4.32 4.72
Georgia 4.42 4.17 4.65
Syria 4.4 4.42 3.98
India 4.35 4.21 4.73
Mauritania 4.33 4.18 4.48
Jordan 4.13 3.84 4.37
Oman 4.01 3.77 4.24
Senegal 3.68 9.6 3.95
Poland 2.99 2.8 3.22
Czech Republic 2.97 2.83 3.15
Greece 2.72 2.47 3
Belgium 2.57 2.86 2.27
Costa Rica 2.56 2.57 2.58
Austria 2.46 2.28 2.67
Romania 2.4 2.25 2.58
Portugal 2.17 1.94 2.4
Germany 2.16 2.02 2.3
Canada 2.13 1.98 2.3
Sweden 2.04 1.95 2.14
Finland 2 1.8 2.22
South Africa 1.95 2.51 1.84
Slovakia 1.91 1.74 2.08
Norway 1.88 1.78 2.02
Spain 1.86 1.79 1.97
Ireland 1.81 1.61 2.01
Great Britain 1.75 1.73 1.8
Korea 1.57 1.47 1.67
Latvia 1.55 6.97 1.83
Japan 1.42 1.24 1.6
United States 1.16 1.06 1.26
Singapore 1.09 0.95 1.24

Note: Gains from trade and trade adjustment costs following a decrease of 30% in the price
of textiles and clothing. 28
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Figure 2
Density of Mobility Costs
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Notes: Estimates of labor mobility costs C using UNIDO data. Non-parametric density estima-
tors for developed and developing countries.
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Figure 3
Correlates of Mobility Costs
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Notes: Correlations of estimates of labor mobility costs C with per capita GDP, per capita GDP growth rate, the Gini
coefficient, the poverty gap, and the poverty head count.
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Figure 4
Correlates of Mobility Costs
Features of Labor Markets

0
20

40
60

80
em

pl
oy

m
en

t i
n 

ag
ric

ul
tu

re

0 2 4 6 8
Labor Mobility Cost

kernel = epanechnikov, degree = 0, bandwidth = .71

10
20

30
40

em
pl

oy
m

en
t i

n 
in

du
st

ry

0 2 4 6 8
Labor Mobility Cost

kernel = epanechnikov, degree = 0, bandwidth = 1.03

20
40

60
80

em
pl

oy
m

en
t i

n 
se

rv
ic

es

0 2 4 6 8
Labor Mobility Cost

kernel = epanechnikov, degree = 0, bandwidth = .65

Notes: Correlations of estimates of labor mobility costs C with share of employment in agriculture, industry, and services.
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Figure 5
Correlates of Mobility Costs
Features of Labor Markets
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Notes: Correlations of estimates of labor mobility costs
C with the share of self-employed individuals in the labor
force and with the share of vulnerable employment.
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Figure 6
Correlates of Mobility Costs

Education
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Notes: Correlations of estimates of labor mobility costs C with the share of the labor force with primary education, the
share of the labor force with secondary education, the share of the labor force with tertiary education, and with the
pupil to teacher ratio in secondary school.
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Figure 7
Correlates of Mobility Costs
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Notes: Correlations of estimates of labor mobility costs C with firing costs, the number of procedures needed to enforce
a contract, the time required to start a business, the time required to export, and the time to import.
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Figure 8
Impacts of Trade Shock

Eastern Europe and Central Asia
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Note: Simulations of responses to a 30 percent price decline in Food and Beverages. Each graph shows six responses
using solid lines for wages and dashed lines for employment. The responses of Food and Beverages are plotted with
a thick line, the responses of the residual sector, with a medium-thick line, and the responses of the remaining traded
sectors, with a thin line. The graphs show proportional changes relative to the initial steady state.
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Figure 9
Impacts of Trade Shock

Eastern Europe and Central Asia
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Note: Simulations of responses to a 30 percent price decline in Food and Beverages. Each graph shows six responses
using solid lines for wages and dashed lines for employment. The responses of Food and Beverages are plotted with
a thick line, the responses of the residual sector, with a medium-thick line, and the responses of the remaining traded
sectors, with a thin line. The graphs show proportional changes relative to the initial steady state.
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Figure 10
Impacts of Trade Shock

South Asia
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Note: Simulations of responses to a 30 percent price decline
in Food and Beverages. Each graph shows six responses
using solid lines for wages and dashed lines for employ-
ment. The responses of Food and Beverages are plotted
with a thick line, the responses of the residual sector, with
a medium-thick line, and the responses of the remaining
traded sectors, with a thin line. The graphs show propor-
tional changes relative to the initial steady state.
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Figure 11
Impacts of Trade Shock

Latin America

A) Bolivia B) Chile
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Note: Simulations of responses to a 30 percent price decline in Food and Beverages. Each graph shows six responses
using solid lines for wages and dashed lines for employment. The responses of Food and Beverages are plotted with
a thick line, the responses of the residual sector, with a medium-thick line, and the responses of the remaining traded
sectors, with a thin line. The graphs show proportional changes relative to the initial steady state.
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Figure 12
Impacts of Trade Shock

Latin America
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Note: Simulations of responses to a 30 percent price decline
in Food and Beverages. Each graph shows six responses
using solid lines for wages and dashed lines for employ-
ment. The responses of Food and Beverages are plotted
with a thick line, the responses of the residual sector, with
a medium-thick line, and the responses of the remaining
traded sectors, with a thin line. The graphs show propor-
tional changes relative to the initial steady state.
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Figure 13
Impacts of Trade Shock
East Asia and Pacific
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Note: Simulations of responses to a 30 percent price decline
in Food and Beverages. Each graph shows six responses
using solid lines for wages and dashed lines for employ-
ment. The responses of Food and Beverages are plotted
with a thick line, the responses of the residual sector, with
a medium-thick line, and the responses of the remaining
traded sectors, with a thin line. The graphs show propor-
tional changes relative to the initial steady state.
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Figure 14
Impacts of Trade Shock

Middle East and North Africa
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Note: Simulations of responses to a 30 percent price decline in Food and Beverages. Each graph shows six responses
using solid lines for wages and dashed lines for employment. The responses of Food and Beverages are plotted with
a thick line, the responses of the residual sector, with a medium-thick line, and the responses of the remaining traded
sectors, with a thin line. The graphs show proportional changes relative to the initial steady state.
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Figure 15
Impacts of Trade Shock
Sub-Saharan Africa

A) Ethiopia B) Mauritania
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C) Senegal D) South Africa
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Note: Simulations of responses to a 30 percent price decline in Food and Beverages. Each graph shows six responses
using solid lines for wages and dashed lines for employment. The responses of Food and Beverages are plotted with
a thick line, the responses of the residual sector, with a medium-thick line, and the responses of the remaining traded
sectors, with a thin line. The graphs show proportional changes relative to the initial steady state.
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Figure 16
Convergence to Steady State
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Notes: convergence.
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Figure 17
Trade Adjustment Costs
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Notes: The gains from trade and trade adjustment costs. The potential gains from trade are PG = A + C, the actual
gains are G = C −B and the trade adjustment costs are TAC = A+B.
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Figure 18
Trade Adjustment Costs
and Labor Mobility Costs
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Notes: Correlations of estimates of labor mobility costs C with estimates of Trade Adjustment Costs.
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Figure 19
Overshooting in Welfare Losses

Textiles in Bangladesh
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Notes: simulation results following a 30% price decline in Textiles in Bangladesh. The short run welfare loss overshoots
the post-shock steady state level of welfare, thus creating positive trade adjustment costs even in the presence of losses
from trade.

47



Figure A1
Robustness to ν
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Note: Simulations of responses to a 30 percent price decline in Food and Beverages for ν = 1, ν = 0.9 and ν = 1.1.
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