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 PreFace

CACIC Congress
CACIC is an annual Congress dedicated to the promotion and advancement 
of all aspects of Computer Science. The major topics can be divided into the 
broad categories included as Workshops (Intelligent Agents and Systems, 
Distributed and Parallel Processing, Software Engineering, Architecture, 
Nets and Operating Systems, Graphic Computation, Visualization and 
Image Processing, Information Technology applied to Education, Databases 
and Data Mining, Innovation in Software Systems, Security, Innovation in 
Computer Education, Computer Science Theory, Signal Processing, Real 
time Systems and Ethics in Computer Science).
The objective of CACIC is to provide a forum within which to promote 
the development of Computer Science as an academic discipline with 
industrial applications, trying to extend the frontier of both the state of the 
art and the state of the practice. 
The main audience for, and participants in, CACIC are seen as researchers in 
academic departments, laboratories and industrial software organizations.
CACIC started in 1995 as a Congress organized by the Network of National 
Universities with courses of study in Computer Science (RedUNCI), 
and each year it is hosted by one of these Universities. RedUNCI has a 
permanent Web site where its history and organization are described: http://
redunci.info.unlp.edu.ar.

CACIC 2014 in La Matanza  

CACIC’14 was the twentieth Congress in the CACIC series. It was 
organized by the Department of Engineering and Technological Research 
at the La Matanza National University (http://www.unlam.edu.ar/) in La 
Matanza, Buenos Aires.
The Congress included 13 Workshops with 135 accepted papers, 3 
Conferences, 3 technical panels, 2 invited tutorials, different meetings 



related with Computer Science Education (Professors, PhD students, 
Curricula) and an International School with 6 courses. (http://cacic2014.
ing.unlam.edu.ar/cacic2014/es/escuela/cursos-becas.jsp). 
CACIC 2014 was organized following the traditional Congress format, 
with 13 Workshops covering a diversity of dimensions of Computer 
Science Research. Each topic was supervised by a committee of 3-5 chairs 
of different Universities. 
The call for papers attracted a total of 230 submissions. An average of 
2.5 review reports were collected for each paper, for a grand total of 594 
review reports that involved about 206 different reviewers. 
A total of 135 full papers, involving 445 authors and 78 Universities, were 
accepted and 24 of them were selected for this book.
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Swarm Intelligence Algorithms on GPUs:  
One Exhaustive Revision 

 
 

SILVIA M. MOLINA, FABIANA PICCOLI, GUILLERMO LEGUIZAMÓN 

Laboratorio de Investigación y Desarrollo en Inteligencia Computacional 
Universidad Nacional de San Luis, Ejército de los Andes 950, San Luis, Argentina 

{smolina,mpiccoli,legui}@unsl.edu.ar 

Abstract. Swarm Intelligence involves actions of groups of 
decentralized and self-organized individuals. Those actions can 
usually be performed in parallel, so that GPU architectures are 
suitable candidates to provide massive parallelism when necessary. 
This paper provides an exhaustive review of Swarm Intelligence 
metaheuristics using GPUs. The works analyzed here have been 
proposed since the year 2012 and they are related mainly with two of 
the most studied metaheuristics regarding the use of GPUs: Ant 
Colony Optimization Algorithm and Bee Colony Algorithm. Also other 
more recent and less studied metaheuristics are considered, they are 
Cuckoo Search Algorithm and Fireworks Algorithm. 
 

Keywords: Swarm Intelligence, Graphics Processing Unit, Ant 
Colony Optimization, Bees Colony Algorithm, Cuckoo Search 
Algorithm, Fireworks Algorithm. 

1. Introduction 

Swarm Intelligence (SI) studies the collective behavior of systems composed 
by many individuals (swarm) interacting locally and with their environment. 
The swarms use inherently decentralized forms of control and self-
organization to achieve their objectives (Martens et al. [1]). Examples of SI 
metaheuristics are Ant Colony Optimization (ACO) (Dorigo and Blum [2]), 
Cuckoo Search (CS) (Yang et al. [3] ), Fireworks Algorithm (FWA) (Tan and 
Zhu [4]) and Bee Colony Algorithm (BCA) (Pham et al. [5] ). 
Due to different reasons, SI-based algorithms are suitable for applying 
parallel techniques in their computational solution. One of them is regarding 
its behavior as the swarms involve individuals with independent actions. 
Another characteristic is that SI works better when the swarm size is big and 
the process implies many repetitions.  Furthermore, in large scale problems 
(e.g., Big Data) SI techniques must manipulate large search spaces including 
high dimensional solutions. To manipulate solutions of these large search 



16                       XX ARGENTINE CONGRESS OF COMPUTER SCIENCE SELECTED PAPERS 

spaces and evaluate the quality of those solutions, a huge time consuming 
processes is involved.  
The purpose of this work is to make a careful analysis of the state of the art SI 
algorithms for GPUs. To do that, we consider two the most studied 
metaheuristics regarding use of GPUs: ACO and BCA, besides those more 
recently proposed: CS and FWA. Our work considers some proposed 
algorithms since 2012, making special emphasis about how the hardware 
recourses of GPUs are assigned to the different algorithmic parts so as to 
achieve a massive data parallelism and, in consequence, a good performance. 
This paper is organized as follows, in Section 2 is presented a brief 
introduction to the GPU architecture and the CUDA programming model, 
describing its main features. Section 3 describes the SI metaheuristics and 
Section 4 analyses the algorithms and strategies proposed for SI on GPUs. 
Finally, in Section 5 the conclusions are presented. 
 

2. GPU Architecture and CUDA Programming Model 

GPUs (Graphics Processing Units) have become a valuable alternative to 
parallel supercomputers due to its computational power, low cost, and steady 
progress associated with their hardware and software.  
The parallel programming of any application on GPU (GPGPU, General 
Purpose GPU) should consider several differences with the parallel 
programming in typical parallel computers; the most relevant are the number 
of processing units, the structure of the CPU-GPU memory and the number 
of parallel threads. Regarding the number of processing units, unlike 
solutions for massively parallel computers where the number of process units 
coincides with the number of processing units (processors or cores). In 
GPGPU, this is not considered (it is possible the execution of hundreds or 
thousands of processing units in a smaller number of cores). For the structure 
of memory of CPU-GPU system, there are two different memory spaces: 
memory of the host (CPU) and memory of the GPU. Thus, transference of 
the code and data of the application between the host and GPU are necessary 
because the threads of the GPU running on a separate memory space to host 
threads.  Finally, the programming of the GPU allows initializing a large 
number of threads with a few overhead. All GPUs has transparent and low 
cost mechanisms for the creation and management of threads. Also, the 
GPUs have their own scheduling mechanisms; the threads are scheduled to 
warps. A warp is a scheduling unit and it consists of 32 threads. 
There are different alternatives for GPU processing. The nVidia card is the 
most widely used, with the development environment called Compute 
Unified Device Architecture (CUDA) which is designed to simplify the work 
of synchronization of threads and the communication with the GPU. CUDA 
proposes a Single Instruction Multiple Data (SIMD) programming model [6] 
[7] and it presents the GPU architecture as a set of multiprocessors or 
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Streaming Multiprocessors (SM) in a Multiple Instructions-Multiple Data 
(MIMD) fashion. Each SM has a set of processors SIMD called Streaming 
Processors (SP). Regarding the memory hierarchy, each SP has a number of 
records as a local memory (accessible only by it), at the same time each SM 
has a shared memory (is accessible by all the SP of the SM) and finally the 
global memory, which is accessed by all the SMs. The programmer develops 
a unique program CUDA which contains the CPU code (phase of few parallel 
tasks or no parallelism at all) and GPU device (phase of data parallelism of 
fine granularity). The code for the GPU is called kernel and it is executed by 
each thread. Each time that a kernel is activated, a structure called grid is 
generated on the GPU, which consists of blocks of threads. Each block runs 
on a SM. The number of threads per block and resources for each of them is 
determined by the programmer and he/she can make adjustments to achieve 
improvements in the performance. 

 

3. Swarm Intelligence 

Field related to the Swarm Intelligence studies the collective behavior of 
systems composed of many individuals (swarm) that interact locally with 
their environment. The swarms use forms of inherently decentralized control 
and self-organization to achieve their objectives (Martens et al. [1]). As 
mentioned before, in this work we focus on the study of SI metaheuristics 
suitable for efficient implementation on GPUs, as ACO, BCA, CS, and FWA. 
The characteristics of each are: 

 ACO (Dorigo and Blum [2]) 
It is a population metaheuristic inspired by the behavior of a species of 
ants in search of food. The ants initially explore randomly the area around 
the nest. When an ant finds a food source brings it to the nest. This ant 
deposits in the environment a chemical substance called pheromone, 
depending on the quantity and quality of food found. ACO algorithm can 
be seen as an interaction of three methods: Construction of Solutions (it  
handles a colony of ants, where the ants visit concurrently and 
asynchronously the states of the problem considered by the movements 
across the neighboring nodes of the construction graph representing the 
search space of the solution); Modification of Pheromone (it is responsible 
of the deposit and evaporation process of  pheromone) and Actions 
Demons (it performs the centralized actions which cannot be performed by 
a single ant). In [8] and [9] it show variants of ACO which propose 
sequential and parallel versions. 
 

 BCA (Pham et al.  [5]) 
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It is inspired on the behavior of honey producer bees. When they search 
for food, they perform a search around the neighborhood combined with a 
random search. 
 

 CS (Yang et al. [3]) 
It is based on the behavior parasite of some cuckoos species when they 
deposit their eggs in alien nests. Cuckoo eggs have evolved in shape and 
color to mimic to eggs of the bird that is nest owner. If this latter bird 
discovers that the egg is not yours throws it or it leaves the nest and builds 
a new nest in elsewhere. When the cuckoo egg hatches the cycle repeats. 
 

 FWA (Tan and Zhu [4], Ding et al. [10]) 
It is a new SI algorithm inspired in the phenomenon of exploding 
fireworks. The optimization process is guided by the explosion of a 
firework swarm. The best fitness fire generates more sparks within a small 
range. To improve the search, it is necessary to assign the computing 
resources according to the characteristics of the areas of the search space. 
Thus, more computing resources are assigned to best areas and less on the 
worst areas. Also, it introduces the possibility of increasing diversity in the 
swarm by applying Gaussian Mutation. 
 

In the next section we analyze the characteristics of SI algorithms proposed 
for CPU-GPU computing system. 

 

4. SI Algorithms and Strategies on GPUs 

The proposed work arises from observation that, it have been made several 
works about the study of state of the art of parallel metaheuristics in general 
and their trends (Alba et al. [8]). Others works have been directed to more 
specific SI metaheuristics (Krömer et al.  [11] and Pedemonte et al. [9]).   
In the latter mentioned work is described in detail about how the parts of a 
given algorithm are parallelized. Also, the authors present a review of ACO 
parallel metaheuristics published from 1993 until 2010, it shows the growing 
interest in  this research field,  and it is still more remarkable in the years 
2009 and 2010. The GPUs are referenced only in 4 papers. Furthermore, they 
propose a new taxonomy of strategies for ACO parallel implementations, 
which includes general ideas of taxonomies proposed by Randall and Lewis 
[12] and Janson et al. [13]. For all these reasons and because the works with 
features that we suggest so far there have recently published, our work 
represents a first review, though brief but interesting contribution, which may 
be useful to researchers of this area and it enable them to deepen in this line 
of research.  
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Table 1 shows the SI algorithms and strategies for GPUs proposed in the 
revised publications. These publications are related to metaheuristics that 
have been most extensively studied in general as ACO and BCA, but 
regarding the use of GPUs are still in a maturation stage as in the case of 
ACO or these are in an exploration stage as is the case of BCA. Other 
publications correspond to recently proposed SI and with much to investigate 
respect to algorithms for GPUs as in the case of CS and FWA. 
 Researchers seek to exploit massive parallelism through implementations on 
GPU trying thus to improve the computation time. This time is decreased due 
to a good use of hardware and software underlying the GPUs. For example: 
avoiding  high time transfers between the CPU and the GPU, avoiding the 
use of global memory because it has higher latency, using efficient CUDA 
library functions, balancing the workload among threads of the same block to 
maximize the parallelism, avoiding the warp divergences so that in the 
executions the serializations not occur, etc. 

Table 1. SI Algorithms and Strategies (e) performed on GPUs. TSP is about the 
Traveling Salesman Problem and VRP is about the Vehicle Routing Problem. Bench. 

(Benchmark) is about a function  set. 

 

SI Algorithm – 
Strategy Problem Year Reference 

ACO [14]-ACO VRP 2012 Diego et al. [14] 

ACO- 
MMAS ANTthread (e) TSP 2013 Delévacq et al. [15] 

 ANTblock (e)    

 COLONYblock (e)    

 COLONYGPU (e)    

ACO-AS [16]-AS TSP 2013 Cecilia et al [16] 

ACO-AS [17]-AS TSP 2013 Dawson and  
Stewart [17] 

ACO-AS [18]-AS TSP 2013 Dawson and  
Stewart [18] 

FWA GPU-FWA Bench. 2013 Ding et al. [7] [10] 

CS [19]-CS Bench. 2013 Jovanovic and  
Tuba [19] 

BCA CUBA Bench. 2014 Luo et al. [20] 
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The computation time metrics most commonly used are the Speedup and the 
Efficiency. In the reviewed works always superlinear values are reached. 
Interestingly, some studies have even achieved to improve the quality of 
solutions. 
Regarding the computing platform used in experimentation, in most cases 
systems with nVidia Fermi GPUs with CUDA are used.  
Below we highlight the most relevant characteristics of the algorithms of 
each of the reviewed publications. 

 

4.1 Review of publications related to SI for GPU 

In this section, we show how the researchers can obtain algorithms with good 
performance when using GPUs. We focus on describing about how the 
algorithmic parts are mapped to different processing elements such as warps, 
threads, blocks, grids, and processors. Also, we mention how the memory 
hierarchy is managed for storing the main data structures of each type of SI. 
Regarding the characteristics of the architecture of the GPU used and metrics 
considered in each case, only those that are not included in the introduction to 
Section 4 will be mentioned. 

ACO Metaheuristic on GPU. In most publications reviewed the algorithms 
for TSP problem are proposed  (Delévacq et al. [15], Cecilia et al. [16] , and 
Dawson and Stewart [18] [17]), an exceptional case is presented in Diego et 
al. [14], where the problem VRP is approached. 

 Delévacq et al. [5] describe two algorithms Parallel Ants and Multiple 
Parallel Ant Colony based at the Max-Min Ant System with 3-opt Local 
Search. In Parallel Ants, ants build a tour of parallel manner. Two 
strategies are proposed: (i) ANTthread where the ants are distributed 
among SP each in a thread. Each thread computes the state 
transition rule of each ant in a SIMD mode. The data 
structures are stored in global memory and (ii) ANT block where 
each ant corresponds to a block, a single thread of block is responsible for 
constructing a tour, the other threads of block calculate the transition rule 
and the evaluation of candidate cities for be the next component of the 
current solution in parallel. Two variants of this strategy are analyzed to 
evaluate the benefits and limitations of the memory used (shared or global) 
for the data needed for the computation of the state transition rule:  

Shared
BlockAnt and Global

BlockAnt in this latter is obtained greater speedup.  
For Multiple Ant Colony, two strategies are proposed: (i) COLONY Block , 
where the block number and the thread number corresponds to the colony 
number and ant number respectively and (ii)  COLONY GPU where the full 
ant colonies are assigned to various interconnected GPUs. The Global

BlockAnt
strategy is integrated into each colony. 
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To prevent transfers between the CPU and GPU, the Linear Congruential 
random number generator is used on the GPU (Yu et al. [21]). 

 
 Cecilia et al. [16] present the first ACO algorithm for TSP fully developed 

on GPU. They propose various designs of Ant System (AS) algorithm for 
GPU looking to exploit data parallelism and memory hierarchy. To 
improve the memory bandwidth, it is used shared memory for data 
structures. In addition, a Tiling technique is proposed where all threads 
cooperate to load the data from global memory to the shared memory. For 
the construction of a tour, two types of ants are distinguished: the Queen 
ants and the Worker ants; the latter type of ant helps to the first groups of 
ants in the selection of the next city to visit. Each Queen is associated with 
a block where each thread represents one of the cities that the Workers 
should visit. The warps divergences are avoided with a Tabu list (cities 
that cannot be visited), this list is stored in shared memory or in a register 
of a file depending if the Tiling technique is used or not for to distribute 
the cities between the threads of a block. 
To improve the Roulette Wheel (RR) method, the Independent Roulette (I-
Roulette) method is proposed which is more parallelizable than the first 
method. 
One thread performs the evaporation of pheromone matrix. To the deposit 
of pheromone is used Scatter-to-gather transformations to unify the values 
that each ant deposits, thus it avoids to perform costly atomic operations. 
A thread is created in the different blocks for matrix cells. 

 
 Dawson and Stewart [17] propose a parallel implementation of an AS 

algorithm. They extend recent research like Cecilia et al. [16]. On GPUs is 
made the run the initializing of the structures, building of the solution and 
the updating of the pheromone matrix. It is proposed the Double-Spin 
Roulette (DS-Roulette) method which is alternative to RR method, because 
the selecting of the next component of the solution which involves this 
latter method. The RR is complex to implement on GPU due to its lineal 
nature, the divergent control structures and the need of random numbers 
and also, due to the constant synchronization of the threads.  DS-Roulette 
method is highly parallel because exploits the parallelism to warp level; it 
reduces the dependencies of shared memory, the number of total 
instructions and the work done by the GPU. For the construction of a tour, 
each ant is mapped to a block of threads. Another proposal is to divide the 
block threads dedicated to a number of valid cities, thus applying of warps 
level parallelism, which implicitly guarantees that all threads run without 
divergences and the execution time decreases significantly. 

 
  Dawson and Stewart [18] is an extension of Dawson and Stewart [17] 

designed to solve large instances of the TSP problem. Parallel strategies 
are presented using the set of candidate cities for execution in GPU. This 
set is essential to limit the search space and to reduce the total execution 
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time. The best results are achieved when only one ant is associated by a 
block. In addition, to reduce the speedup are used warps level primitives 
and branches (or warps divergences) are avoided. 
 

 Diego et al. [14] propose a parallelization strategy to solve the VRP. 
Several kernels are implemented aimed at: (1) the data initialization of the 
solutions, (2) the construction of the solutions, (3) the choice of the best 
solution, (4) to record the best solution, (5) the evaporation of the 
pheromone matrix, and (6) the deposit of pheromone on this matrix. Each 
kernel corresponds to a single block. In (4) and (6) it is used one thread for 
kernels, for (2) it is used a number of threads equal to the number of ants; 
for (3) a thread count equal to half the number of ants is used to the kernel 
and for (1) a number of threads equal to the solutions number multiplied 
by the number of ants it is used to the kernel. However, the article does not 
give any explanation about the amounts of threads selected. 

 
 
FWA Metaheuristic on GPU.  
 Ding et al. [10] propose adapting the FWA original algorithm to the GPU 

architecture, the resulting algorithm is the GPU-FWA. This algorithm 
shows a very good performance, it shows a superlinear speedup respect to 
FWA sequential versions and PSO.  Also, it is simple and scalable 
algorithm. In this algorithm, one warp is assigned to each fire, within 
every warp the sparks of the fire are generated. In this way, the sparks are 
implicitly synchronized and it is reduced the communication overhead 
between them. 
The explosion is implemented in a block; this allows using the shared 
memory. Only the global memory is accessed to know the position of the 
fire and the value of fitness, in this way the access latencies decrease 
significantly. 
The Attract-repulse mechanism mutation is introduced to speed up the 
search process and to achieve a balance between exploitation and 
exploration. The CURAND library of GPU is used for the generation of 
high-quality random number. 

 
CS Metaheuristic on GPU.  
 Jovanovic and Tuba [19] propose a parallel algorithm on GPU which 

shows significant changes respect to the sequential version because the 
latter has several parts that are not naturally parallel. Parallelization is used 
on three levels: the parallel reduction in calculating the fitness function of 
each individual; the calculating the swarm nests which are made in a 
block; finally several colonies are executed in parallel in separate blocks. 

It is assuming that the algorithm is used to optimize functions with several 
summations as the functions: Sphere, Rosenbrocks Valley, Schwefels, etc. 
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The results show that the CS parallel algorithm outperforms the sequential 
version in terms of execution time and the quality of the solutions to some 
evaluations. 

BCA metaheuristic on GPU.  

 Luo et al.[20] presented the CUBA algorithm which it would be the BCA 
first algorithm on GPUs according to its authors. They designed a Bees 
Multi-colony algorithm where several Bee algorithms are executed in 
parallel. Each bee is assigned to a thread and it is responsible to find a 
solution for their colony. A block is divided into different colonies which 
run independently. When an iteration has been completed, the algorithm 
CUBA exchanges information between the colonies of the same block 
across of the shared memory. The number of bees and the number of 
colonies depends of the number of threads per block and the number of 
blocks per grid respectively.  
The parallel algorithm groups the bees in the different areas depending on 
the workload of the threads unlike the sequential algorithm that includes to 
the most bees in the most promising areas and the rest of these in other 
areas. In this algorithm, various colonies make parallel searches in 
different areas. 
At the end of each iteration, the Odd-Even mechanism is used in parallel 
by blocks for the ordering the solutions, this provides the best solution. 
The convergence time decreases by the use of a communication 
mechanism of two phases in the colonies. Inside a block, the best solution 
of the whole population will replace the worst one. 
The proposed algorithm shows a very good performance. An extensive 
experimentation is performed for which it is considered various parametric 
combinations. The Speedup and the Robustness of this algorithm is 
calculated. 

5. Conclusions 

In this work an useful reading material is achieved for those interested in the 
advances of the field of research related to the Swarm Intelligence because it 
is presented an incipient review of algorithms SI for GPUs, which are 
proposed in published work since 2012. 
We analyzed the ACO metaheuristic which is one of the most studied 
metaheuristics in this field and we also reviewed other newer and less 
explored metaheuristics as CS, FWA and BCA. 
We observed that Swarm Intelligence can exploit the massive parallelism by 
at least applying strategies to minimize the computation time and/or the 
memory access time using efficient CUDA functions. 
In general, it is necessary a comprehensive study of the underlying CPU-
GPU architecture in terms of the problem at hand and the characteristics of 
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the metaheuristic itself to manage efficiently the resources than this 
architecture provides. 
Finally, the minimization of the memory latency is interesting line of 
research when designing SI models for GPUs as the memory management is 
one of the central problems in the design of efficient and scalable algorithms. 
This problem is exacerbated when the amounts of memory change during the 
execution, depending on the non-deterministic behavior or the dynamic 
behavior of algorithm. For example, in ACO is necessary pay attention to the 
pheromone matrix since it is one of the central structures to manage, its size 
depends on the size of the problem and all the ants have access to the matrix 
at each iteration; however, in FWA is necessary to consider the dynamic and 
random generation of sparks from the fire explosions. 
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Abstract. The diffusion of wireless communication services 
(telephone, internet, etc.) is continuously growing these days. 
Unfortunately, the cost of the equipment to provide the service with 
the appropriate quality is high. Thus, selecting a set of geographical 
points allowing optimum coverage of a radio frequency signal by 
minimizing the use of resources is essential. The above task is 
called the Radio Network Design (RND) and is a NP-hard problem, 
i.e., this can be approached by using metaheuristics techniques. 
Metaheuristics are methods comprising local improvement 
procedures and high-level strategies for a robust search in the 
problem space. In this work, different versions of the CHC 
algorithm with a fitness function based on the efficiency of resource 
use are proposed. The achieved results are encouraging in terms of 
efficiency and quality in all the analysed scenarios. 

 
 
1. Introduction 
 
Nowadays wireless media are perhaps the largest generators of the 
growth in communications. A message is encoding using 
electromagnetic waves between the transmitter and the receiver in 
order to let the messages exchange. Waves are subject to noise through 
the free space (attenuation, reflection, refraction, and diffraction) 
caused by atmospheric phenomena and obstacles [15]. Consequently 
there are losses in the signal level and the receiver may not be able to 
decode the message. The focus of this work is based on radio frequency, 
allowing to extend the application of metaheuristics to any service 
(radio, television, Internet, cell phone, etc.) [9]. Hence is a paramount 
challenge to achieve positioning the antennas where the most of the 
receivers can have an unobstructed line of sight and thus, ensuring as 
much as possible a high quality signal level during the whole 
transmission time. The task for solving this problem in the traditional 
method is called RND [8]. In this work we propose to analyze and 
evaluate population-based metaheuristics, more precisely a variant of 

mailto:legui@unsl.edu.ar
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Genetic Algorithms (GAs) [6] to find an acceptable solution for the 
RND problem. Former versions of GAs are implemented with one cut 
point, two cut point and uniform recombination operators. The CHC 
Algorithm (Crossover elitism population, Half uniform crossover 
combination, Cataclysm mutation) is a variant ofa GA proposed in 
[5]. Our proposed CHC Algorithm consists of the implementation of 
three alternative methods for the “Cataclysm mutation” which is used 
in CHC for breaking a local optimum convergence: (1) the classical 
mutation method, (2) retaining a proportion of bits of the best 
individual method, and (3) a local search iterated hybridization [7]. 
Besides we introduce a variation mechanism of the Hamming distance 
for incest prevention and also a fitness function based on the efficiency 
of surface coverage with respect to the radiated signal. In this way, each 
installed resources (e.g., antennas) will be used to its full potential, and 
consequently minimize the amount of them necessary to fulfill the 
objective. This paper is organized as follows: Section 2 contains the 
problem definition and explains the proposed fitness function. Section 3 
describes the proposed algorithms and develops alternative mechanism 
to detect the population convergence. Section 4 presents the 
experimental study and the achieved results, and finally in Section 5, 
the conclusions of this work are given. 
 

2. Problem Definition 
 
According to [4] the problem of positioning antennas can be described 
as: given a set of candidate sites, a discretized geographic area, and a 
set of points that need to intercommunicate with each other; the 
objective is to select a subset of sites from the set of candidate sites 
that maximize the coverage by using a minimum number of resources 
and satisfying the traffic estimation and threshold signal reception 
between points. The signal level between the transmitter and receiver 
[17] determines the available bandwidth, being the indicator to satisfy 
the estimated traffic and threshold reception. This is regardless of the 
equipment capacity, technology or service to provide (e.g., radio, 
television, mobile phone, Internet, etc.). In order to discretize the 

ground surface, a matrix M of f × c is used, relating the latitude and 
longitude with the subscripts i, j of the cells in the matrix. Then, the 
height of each point at sea level is stored in each cell in M. This form of 
discretization responds to the raster model used in geographic 
information systems (GIS) and has been used in [10] and [12] to solve 
the RND problem. The candidates for the installation of antennas 
sites are represented as a subset of cells belonging to the matrix M. For 
this problem, omnidirectional antennas (radiating in all directions) are 
used and a ground plane is considered. Figure 1 shows the achieved 
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coverage by a possible radio network. The value 1 in a cell indicates that 

the site is covered by a single antenna brand, the value −1 indicates that 
the site is covered by more than one cell; therefore, an interference is 
produced. Finally, a value 0 means that the site is not covered by any 
antenna. Each possible radio network is modeled by the activation or 
not of each of the candidate sites. The problem search space is 
determined by 2n where n is the number of candidate sites. 
The fitness function uses the values in the ground matrix M and assigns 
a unique numerical value to each solution. This value is a measure of the 
quality of the radio network evaluated and leads to different search 
algorithms on the radio network to maximize coverage, and minimize 
interference and use of resources. 

 
 

 

 

Fig. 1. Discretized ground by a matrix with possible covering values 
for a candidate network radio 

 
 
The amount of 1s, 0s, and −1s indicate respectively the total number of 
covered sites, uncovered sites, and illuminated sites by more than one 
antenna. Equation 1 displays the fitness function using the values 
obtained, the first factor determines the degree of covering ground and 
the second factor determines the quality of the covering ground. When 
the factors tend to one, the maximization of the covered area and the 
minimization of the use of resource is satisfied. Finally, the closer to 1 
is the fitness value; the better is the solution (i.e., the maximum 
coverage with minimum use of resources). 
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3. CHC Algorithm 
 
The CHC Algorithm combines a conservative selection strategy that 
preserves the best individuals found [5], [16]. The recombination 
operator generates offspring that maximizes their genetic differences 
from their parents. Reproduction occurs only if the Hamming distance 
(genetic difference between the parents) is greater than the threshold of 
incest (1/4 the size of the chromosome). The half uniform crossover 
scheme (HUX) is used to maximize the genetic distance between 
individuals. The new population is generated with a selection of the best 
individuals between parents and children. For each not improving 
generation, the genetic distance is decreased if the number of bits different 
from the selected parents is less than thresholds, i.e., the individuals are 
too similar. This determines that the population has converged, so that 
the population is restarted by triggering a cataclysm method [3]. 
Algorithm 1 shows the pseudo-code of CHC. 

 
3.1 Proposed CHC Algorithms 
 

For the RND problem with large chains bits (e.g., 200 or more bits) 
incest threshold for restarting the population demands a large 
computational effort 
 

 
 

Algorithm 1 CHC pseudo-code 
 

 

1: t = 0 // time generation 
2: Initialize (Pa, incestThreshold) 
3: while not (endCondition(t, Pa)) do 
4: parents=parentsSelection(Pa,incestThreshold) 
5: offspring=HUX(P(t)) 
6: evaluate(offspring, parents) 
7: Pn = elitismSelection(offspring, parents)  
8: if not (improvement(Pa,Pn)) 
9: incestThreshold=incestThreshold-1  
10:  if incestThreshold <= k 

11: Pn = cataclysm(Pa) 
12: end if 

13: endif 
14: t = t+1 
15: Pa = Pn 
16: end while 
17: return best solution 
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and number of iterations. The proposed method differs from [1][11] 
in the use of the genetic variability of the population to measure 
the level of diversity of the individuals. It is based on the probability 
of acceptance of the Simulated Annealing (SA)[2], but in reverse 
way as the temperature increases with the number of iterations and 
therefore increasing the chance of a cataclysm.  For each unimproved 
iteration, the variability of the generated population is compared 
against a variability pattern. The difference between these two 
variability patterns must always be lower than the environment 
centered on the pattern variability and the radius must always be 
equal to the probability of acceptance. As iterations progress, the 
environment is reduced and if the variability of the generated 
population is outside of the environment, then the cataclysm is 
triggered. The variability v is defined by: 
 
 

 
where x ∈ (0, 1), v is the population variability, c the 
chromosome size and n the number of individuals in the 
population. The acceptance environment ea is defined by: 
 

 

 

 

where f (xr) is the local optimum value and T the number of 
iterations without improvements. The proposed based CHC 
algorithm is obtained by replacing the lines 9 to 12 of Algorithm 1 
by the pseudo-code displayed in Algorithm 2. The parameter 
“method” in line 5 varies from values 1 to 3 (see explanation 
below) giving rise to the three CHC versions proposed here. 
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Algorithm 2 Pseudo-code for detecting population convergence 
 

 

1: varPattern =0.5 // variability pattern 
2: standingPopulationVariability(Pa) 
3: acceptationRadius(T, fitnessUnimprovedValue)  
4:  if variability is out of range 
5: Cataclysm(Pa, method) 
6: else 
7:  T = T+1 // T increases and decreases acceptance range 8:
 end if 
 

 

 
 

The restart operators proposed for this work are: (1) Random 
Method (RM), the new population keeps a copy of the best 
individual and the rest individuals are obtained by mutating the best 
individual [13]; (2) Bits Conservation Method (BCM), the new 
population is generated retaining the best individual and varying 
only a percentage of bits of the original string [14]; (3) 
hybridization with Iterated Local Search (ILS)[7]. The proposed 
CHC versions differ from the canonical CHC in the mechanism 
t o  escape from suboptimal regions, so they are called QCHC 
(Quasi CHC). To identify the method used in each version we call 
QCHC-RM for method (1), QCHC-BCM for method (2), and QCHC-
ILS for method (3). 
 

4. Experiments and Analysis of Results 
 
To analyze the performance of the proposed CHC Algorithms 
(QCHC-RM, QCHC-BCM, and QCHC-ILS) we additionally 
considered a set of GAs with different crossover operators: one-
point crossover (GA-OPX), two-point crossover (GA-TPX), and 
uniform crossover (GA-UX). For each problem instance  ( i.e., 
matrix) the number of candidate sites was varied. The 
configurations of the seven instances used are shown in Table 1. 
Column Instance displays the name of each instance, column 
Matrix sho ws  the matrix size  used to discretize the respective 
ground scenery. Column size indicates the number of cells of each 
ground matrix as a result of product of the #rows by #columns. 
Column Sites indicates the number of candidates for each instance.  
 
The behavior of the studied algorithms is analyzed using various 
degrees of complexity related to the matrix dimensions and number 
of sites conforming the optimal solution. The antennas use 
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Table 2. Success rate obtained by GA-UX, GA-OPX, GA-TPX, 
QCHC-RM, QCHC- BCM and QCHC-ILS Algorithms 
 

Instance GA-UX GA-OPX GA-TPX QCHC-RM QCHC-BCM QCHC-ILS 
Inst 01 
Inst 02 
Inst 03 
Inst 04 
Inst 05 
Inst 06 
Inst 07 

100% 
93.33% 
66.7% 
100% 
90.00% 
63.33% 
26.67% 

100% 
70% 

66.7% 
100% 
80.00% 
66.67% 
33.33% 

100% 
100% 
100% 
86.67% 
70.00% 
86.67% 

30% 

100% 
100% 
100% 
100% 
100% 
90% 

43.33% 

100% 
100% 

90% 
90% 

93.33% 
93.33% 
86.67% 

100% 
100% 
100% 
100% 
100% 
100% 
100% 

Average 77.41% 73.81% 81.90% 90.48% 93.33% 100% 

 
 
A significance level of α = 0.05 was used for all the applied 
statical tests. Due to the nature of the experiments, the values 
obtained by the algorithms satisfy the condition of independence, 
thus Kolgomorov-Smirnov test is applied to determine whether the 
data fit a normal distribution and the Levene test is applied to verify 
whether the data have homoscedasticity. As the results obtained by 
the algorithms do not meet the conditions of normality and 
homoscedasticity, non-parametric test (Kruskal-Wallis) was used 
for the algorithms on instances Inst 01 to Inst 04. The Wilcoxon test 
is applied to the algorithms on the Inst 05 since only two algorithms 
are compared: QCHC-RM and QCHC-ILS. 
Tables 3 and 4 show the results obtained by the statistical tests for 
performance variables of time and number of function evaluations to 
achieve the best solution. For both tables, column Instance indicates 
the scenario configuration, columns GA-UX, GA-OPX, GA-TPX, 
QCHC-RM, QCHC-BCM, and QCHC-ILS show respectively the 
average values obtained for each evaluated algorithm on the 
instances that achieved 100% of success. N/A (Not Available) 
indicates that the algorithm does not meet this condition. Column 
KW/W represents the initials of the Kruskal-Wallis and Wilcoxon 
test respectively. The symbols (+) and (−) stand respectively for 

there are and there are not statistical difference. The symbol ∗ 

indicates that the Wilcoxon test was applied. Tukey’s test applies in 
all cases where statistically significant differences are detected to 
identify the best performing algorithm. 
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Table 3. Average values for the performance variable time and the 
statistically significant differences obtained in each test 
 
 
 

Instance GA-UX GA-OPX GA-TPX QCHC-RM QCHC-BCM QCHC-ILS KW/W 
Inst 01 1.710 2.808 1.953 0.424 1.020 0.405 (+) 
Inst 02 N/A N/A 3.317 18.219 7.639 0.754 (+) 
Inst 03 N/A N/A 5.674 3.634 N/A 1.127 (+) 
Inst 04 9.878 17.528 N/A 6.664 N/A 1.806 (+) 
Inst 05 N/A N/A N/A 12.562 N/A 2.527 *(+) 

 
 
Table 4. Average values for the performance variable number of 
evaluations and the statistically significant differences obtained in each 
test 
 

Instance GA-UX GA-OPX GA-TPX QCHC-RM QCHC-BCM QCHC-ILS KW/W 
Inst 01 17023 28217 19663 6550 16167 6417 (+) 
Inst 02 N/A N/A 32307 298033 107733 10550 (+) 
Inst 03 N/A N/A 52793 40650 N/A 13183 (-) 
Inst 04 86247 153673 N/A 67000 N/A 18333 (+) 
Inst 05 N/A N/A N/A 112133 N/A 22100 (+) 

 
 
 
We can see in Table 3 that the results obtained by QCHC-ILS in 
terms of performance time variable are lower than the remaining 
studied algorithms. The statistical test applied to the results 
obtained by the algorithms in terms of this performance variable 
indicate that there are statistically significant differences between 
the results. In all analyzed cases the differences arise between 
QCHC-ILS with respect to the other algorithms. In Table 4 we can 
observe that in the number of evaluations required to achieve the 
best solution, again the QCHC-ILS algorithm is one that requires 
the fewest number of evaluations in all instances tested. In this 
ca se , the a lgor i thms  present differences statistically significant 
in four of five instances. Here again statistically significant 
differences occur between QCHC-ILS with respect to the other 
algorithms. Figure 2  represents the n u m b e r  o f  instances with 
1 0 0 % of the h i t s  o b t a i n e d  by each algori thm. We can 
observe that the proposed QCHC-ILS algorithm is the only one in 
all instances obtaining 100% success reaching the optimum value. 
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Fig. 2. Number of instances solved by the evaluated Algorithms 
 
 
 
5. Conclusions 
 
Three GAs called respectively GA-UX, GA-OPX, and GA-TPX were 
ana- lyzed, and three versions of the CHC algorithms called respectively 
QCHC-RM, QCHC-BCM, and QCHC-ILS are proposed and analyzed 
in this work. New incest prevention mechanism based on population 
variability and a fitness function considering coverage efficiency of 
signal was used in the scenarios. The proposed mechanism can detect 
incest prevention to avoid premature convergence at a low 
computational cost. All the CHC versions used the HUX operator and 
the elitist selection as usually applied in the former CHC algorithm. The 
QCHC- RM, QCHC-CBM and QCHC-ILS algorithms use the best 
individual to generate the new population. The QCHC-ILS algorithm, 
in addition, applies an iterated local search procedure that intensifies the 
search around each newest generated individual during the evolutionary 
process. 
The first instance was  solved by all competitors. However, as the 
complexity/size of the instances increase several algorithms were not 
able to reach the optimum in the 30 runs (i.e., a hit ratio less than 
100%). From a statistical point of view, the hybrid algorithm 
(QCHC-ILS) is the best performing algorithm with respect to the 
complete set of studied algorithms. This is the only algorithm that 
achieves the optimal for all the instances considered. In addition to 
the performance variables of time and number of evaluations, the 
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hybrid approach has the best performance with 95% confidence 
level for the statistical test applied. This means that this version 
of the CHC Algorithm is an effective improvement over the 
competitors and the other QCHC versions. Future studies will 
address different size of problems in order to study scalability 
properties for large dimensional search spaces. Also, other aspects 
of the CHC improvements will be analyzed such as the selection 
mechanism and the use of parallel architectures. 
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Resumen. While the performance of high performance computing 
applications keep growing, the machines grow up significantly its 
processing units. This makes that fault tolerance and energy consumption 
became issues even more important. The fault tolerance methods have 
great influence on energy consumption making important knowing the 
impact that diferent methods and configurations can have on an 
application before we run it. In this paper we show a methodology to 
predict energy consumption produced by remote coordinated checkpoint 
method. The metodology is based on a energy caraterizations of the 
application and an analitic model that instantiet with the caracterized 
parameters. The model allow to predict the energy consumption of the 
checkpoints for any problem size and any cpu frequency. The results of 
the predictions show a presicion greater than 95%.  
 
Key words: checkpoint, energy consumption, high performance 
computing. 
 

 
1. Introduction 
 
While the performance of high performance computing (HPC) applications 
keep growing, the machines grow up significantly its processing units. This 
increase in the number of components decreases realiability and increase 
energy consumption of a computing system. So, a few to arrive to the 
exascale era (scheduled for 2020), fault tolerance and energy consumption 
have been identified as the two biggest challenges we face [4, 3]. The 
magnitude of the problem is significant. On the one hand, in an exascale 
machine is expected to have a failure every few minutes [3], which added to 
the larger number of processing units that will use applications (as you 
increase the performance of HPC systems, also increases the complexity of 
the applications, either by increasing the size of the problem, the accuracy of 
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their calculations, or because new problems are viable to solve), produce an 
unavoidable need for fault tolerance mechanisms. 
 
On the other hand, energy consumption is today a big problem, and it will be 
bigger with the exascale machines. To give an idea of the problem 
magnitude, we use as an example the most powerfull machine of these days, 
the chinese Tianhe-2 machine. According to the TOP5001, this machine 
demand 17.8 MW of power, which is required to supply homes in a city with 
200,000 inhabitants (calculation based on consumption of a home in 
Argentina). Whereas a relatively cheap energy contract of 1 million dollars 
per MW, per year should pay a 17.8 million dollars to the energy supplier, 
causing a high economic impact. But no only that, such energy generation 
has a high social impact (for example, the largest source of global energy is 
derived from coal, with a highly dangerous extraction) and environmental 
(eg, hydroelectric dams that modified the ecosystem). 
 
The fault tolerance methods have an impact on energy consumption and the 
power required by the system to run applications. This is because any method 
we use adds significant processing, and possibly disk storage, additional to 
the application. Presently, the fault tolerance method more widely used in 
large computer systems is the coordinated checkpoint / restart. This strategy 
consists mainly in restarting the application after replacing the component 
that failed, but to avoid a complete reexecution of the application, we 
periodically save the execution state in secondary storage, local or remote. 
When a software or hardware failure occurs, the application is restarted from 
the last stored execution state. The widespread use of this method is because 
It has a simple implementation, since synchronization points required to store 
the state of the processes are naturally present in most parallel applications. 
 
It is very importance to know in advance the energy impact that can produce 
different configurations of the method utilized for checkpointing on each 
application. Thus, a system administrator could decide which configuration 
to use to maintain a certain balance between performance, fault tolerance and 
energy consumption. In this paper we study the energy behavior of remote 
coordinated checkpoints in cluster systems, considering different cpu 
frequencies, different time intervals of checkpoints, and different application 
data sizes. The main contribution of this paper is a methodology that allow to 
build a model to predict energy consumption which involves the use of the 
fault tolerance mechanism we mentioned in a given application, under new 
problem sizes and CPU frequencies in execution of checkpoints. 
 
The rest of this article is organized as follows. Section 2 gives a brief review 
of the work in this area. Section 3 presents the methodology of prediction of 
energy consumption of remote coordinated checkpointing. In Section 4, 

                                                                 
1 http://www.top500.org/ 
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experimental results are presented used to validate the methodology. Finally, 
Section 5 presents the conclusions and future work. 

 
 

2. Related Work 
 
Evaluation of energy consumption for various methods of fault tolerance has 
been treated in a few items. In [5], it presents a energy assessment of 
coordinated and uncoordinated checkpoint protocols, differentiating the three 
main tasks associated with the checkpoint method (writing of checkpoint, 
recovery, and log of messages). In [6] is performed a comparison of three 
methods fault tolerance methods based on checkpoint: checkpoint / restart, 
message logging and parallel recovery. Propose a analytical model to predict 
the behavior of these protocols in exscales. In [7] power consumption is 
examined at the component level during checkpoint operations, and explore 
the reduction of energy consumption, using dynamic frequency and voltage 
scaling during checkpoint operation with intensive input/output. In [8], use 
an analytical model to study the performance of techniques based on 
coordinated checkpoint and replication. They also propose an alternative 
model for replication to improve energy efficiency and response time 
compared to checkpoint / restart and traditional replication techniques. 
 
Our work tries to predict the energy consumption of the remote checkpoint 
technique, based on the characterization of the computer system and 
application. After making the characterizations, the analytical model allows 
to predict the energy consumption of checkpoints for any size problem. Only 
one real energy measurement is performed on the characterization of the 
system, so once made, we can work with any new application without 
measuring the energy again. We believe that there is no previous studies of 
this nature. 
 
 
3. Energy consumption prediction methodology 

 
The checkpoints are limited by input and output operations, and specifically 
a remote checkpoint is intensive in the use of the network. In this case, when 
you want to save the state of a process that is running on a given node, the 
checkpoint data are stored in a diferent node. Depending on the software and 
hardware of the computer system that you are using, the CPU may have a 
high incidence in time and energy consumption of the checkpoint. This can 
occur on systems that require significant CPU resources for network 
transmissions. Therefore, it is necessary to study the impact of the change in 
clock frequency of the CPU involved in the transmission of data over the 
network. Another important factor to analyze is the checkpoint size, which 
clearly impacts the transmission time of checkpoint data to the remote node. 
 
Our methodology does not consider energy consumption of the node 
performing the checkpoint writing in secondary storage (hard disk), but 
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focuses on cluster nodes running processes that we want to preserve their 
state. Furthermore, power measurements are performed to full node, 
including the energy source. 
 
To predict how much energy the different applications and their checkpoints 
consume, we have defined a methodology that consists of three phases. The 
first one, called system characterization phase, is necesary to have a 
representative equation of the energy behavior of the system running 
checkpoints. The second, called characterization of the application phase, 
seeks an equation that represents the temporal behavior of the checkpoints 
for that application. In the third phase, called instantiation of the energy 
model phase, the analytical model is constructed to predict energy 
consumption of the application and of the fault tolerance mechanism. 

 
 

3.1. System caracterization phase 
 
The objective of this phase is to obtain representative energetic attributes of 
the computer system, considering both hardware and software, relative to the 
average power demanded by it to implement the remote checkpoint. It is 
necessary to know the average power to make it possible to calculate the 
energy consumed by the system to run the checkpoint. Fig. 1 shows the 
power demand over time to make checkpoints of the same application at two 
different frequencies of CPU, the first interval between 97.63 and 150.35 is 
at low frequency, while between 201.822 and 253.42 is at high frequency. 
You can see at a glance how the power is increased when the CPU frequency 
is increased. In turn, the average power of checkpoints does not depend on a 
particular application or size of the checkpoints. Table 1 shows some 
measurements of average power of checkpoints execution of different 
applications (NAS parallel benchmarks) and data sizes at the same CPU 
frequency. The results shows that the average power is just 1.9%   larger 
than the lower. Thus, as the average power required for the execution of 
checkpoint only depends on the CPU frequency, we will focus on finding an 
equation to determine the average power as a function of the frequency of 
CPU. 
 
The methodology for the average power equation comprises two stages. The 
first one is to repeat a series of checkpoints (for some application) for 
different frequencies of CPU, and register potential samples. Finally power 
samples are averaged for each frequency. Then a regression analysis is 
performed in order to find the equation representing the average power as a 
function of the frequency of CPU. Figure[fig:Regresion] shows average 
power samples for three frequencies of CPU, and a polynomial regression of 
the second degree (representing the average power), PowerCheck(f)=76.806-
11.5988*f+5.28026*f², which fits exactly the three samples. This equation is 
then used to instantiate the analytical model and to predict the energy 
consumption of the application with its mechanism of fault tolerance. 
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Fig. 1. Power consumption of a checkpoint at diferent CPU frequencies. 
 
 
 

Table 1. Power consumption of a checkpoint at dierent data size.  
Application Checkpoint Size (MB) Average Power per 

node (W) 
   

LU clase B 106.81 84.84 
   

CG clase C 367.48 83.52 
   

IS clase C 540.09 85.11 
   

 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig. 2. Power regression. 
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3.2. Application caraterizations phase 
 
Besides knowing the average power demanded by the node when running a 
checkpoint, to make it possible to calculate the energy consumed by the 
system, also you need to know the time it takes to execute the checkpoint. 
 
The execution time of an application checkpoint depends on two variables, 
the CPU frequency and size of the problem. Table 2 (a) shows the execution 
time of a checkpoint corresponding to the same application and of problem 
size (CG class C of NAS), to different CPU frequency. It can be seen how the 
runtime decreases as the CPU frequency is increased. As runtime varies then 
confirm that it depends on the frequency of the CPU. In the table 2 (b) the 
execution time of a checkpoint for an application is displayed (heat transfer 
simulation), keeping fixed the CPU frequency and varying the size of the 
problem (size of a grid). In this case we can appreciate the high incidence of 
problem size. Then, we will focus to find an equation to determine the 
checkpoints runtimes depending on the CPU frequency and the problem size. 
 

Tabla 2. Influences of variables on execution time of checkpoints. 
 
(a) CPU Frequency.                                    (b) Problem Size. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 Fig. 3. Execution time regression of checkpoints. 
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Similarly to the power analysis, the methodology for the runtime equation of 
a checkpoint comprises two stages. The first one consists in, for diferent CPU 
frequencies and problem sizes of an application, repeat a series of 
checkpoints and record the times it takes to execute them. Averaging times, 
the execution time of each checkpoint is obtained to every combination of 
CPU frequency and size of problem. You must select at least three 
frequencies of CPU (high, medium and low) and three sizes of problems 
(large, medium and small), obtaining in this case a total of nine samples; 
however, the number of samples required may vary depending on the 
application. Next, a regression analysis is performed in order to find the 
equation for the checkpoint execution time depending on the CPU frequency 
and size of the problem. Fig. 3 shows observed checkpoint runtime samples 
for different frequencies of CPU and data sizes, and a first-degree polynomial 
regression (representing the runtime) with a residual variance of 1.6, and 
whose equation is: 
 

  
 
This equation is then used to instantiate the analytical model and predict 
power consumption of the application with its method of fault tolerance.  
 
 
3.3 Instantiation of the energy model phase 
 
Having characterized the system and the application, the next step is to 
instanciate the model with the equations obtained through characterization. 
Once instantiated the model it can predict the energy consumed by the 
application with its checkpoints, at any CPU frequency and problem size. 
Next, the analytical model is described in detail. The analytical model defines 
Equation 1 which seeks to determine the total energy that consume the 
application execution with its fault tolerance mechanism. The equation 
considers the energy consumed by the application computation itself Eapp  
and energy consumption caused by the execution of the checkpoints Echecks . 
 
 
 
 
Eapp is an input parameter of the model; in particular, for type SPMD (Single 
Program Multiple Data), Eapp can be obtained applying the methodology 
proposed in [2]. Equation 2 defines Echecks, which depends on the number of 
nodes nNodes, the runtime of the application Tapp, the time interval between 
checkpoints CheckInt and the energy consumption of each checkpoint Echeck. 
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CheckInt and Tapp are input parameters of the model. In particular, for 
SPMD type of application, Tapp can be obtained by applying the methodology 
proposed in [2]. Echecki,j is the energy consumed by the i-th checkpoint at 
node j, which is defined in Equation 3, and depends on the time it takes the 
checkpoint execution Tcheck and the average power PCheck(f) demanded by 
the computer system for executing a checkpoint at CPU frequency f. 
 
 
 
 
The equation defining PowerCheck(f) is obtained from the system power 
characterization, made in the characterization phase of the system. The 
equation defining Tcheck is obtained from the characterization of checkpoint 
execution time made in the application characterization stage (ie, the equation 
TimeCheck(tam,f)). Note that PowerCheck(f) is system dependent but 
independent of the application, while Tcheck is dependent on both the system 
and the application. 
 
 
 
4.   Experimental results 
 
This section describes the hardware and software platform used, power 
measurement methodology, and finally the experimental validation of the 
energy prediction methodology is presented. 
 
 
4.1 Experimental computing platform (hardware and software) 
 
The experiments were performed on a cluster of PCs, with a 100 Mbps 
Ethernet network, and nodes consist of a main memory of 4GB, a hard disk 
SATA 500GB 7200 rpm, and a processor Intel Core i5-750, with a frequency 
range of 1.2 GHz to 2.66 GHz (without using the Intel Turbo Boost 
mechanism), four cores (without multithreading), and 8MB of cache. The 
nodes use the Debian GNU / Linux wheezy / sid operating system, OpenMPI 
version 1.4.5 as the MPI message passing library, and the checkpoint tool 
DMTCP [1] (Distributed MultiThreaded Checkpointing) version 1.2.5. The 
selected applications for system characterization are part of the series of 
parallel NAS benchmarks while the parallel application of interest for 
prediction of energy consumption is a heat transfer simulator usign MPI. The 
network file system, used for remote checkpointdata writing is NFS 
(Network File System). 
 
 
4.2 Power measurement methodology 
 
To realize the power measurements we use the PicoScope 2203, TA041 
active differential probe, and the PP264 current clamp 60 A AC / DC, all 
Pico Technology products. The electrical signals captured by the two 
channels oscilloscope are transmitted in real time to a notebook through a 
USB connectio. The tension is measured using the TA041 probe that 
connects to an oscilloscope input channel. The electricity of the phase 
conductor, that supply the energy of the complete node (including power 
supply), is measured using the PP264 current clamp that connects to another 
input channel of the oscilloscope. Then, the power is calculated as the 
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product of voltage and electricity measurements. The sampling rate used for 
both channels of the oscilloscope was set at 1000 Hz. 
 
 
4.3 Experimental validation of the methodology 
 
To validate our method, we define a two compute nodes scenario (cluster) 
where the heat transfer simulatior is executed, and two dedicated nodes to 
input and output, where checkpoints data are written. Power measurements 
are performed on one of the two nodes running the parallelapplication. For 
simplicity, we present a case where a single checkpoint to the application is 
performed.  
 
First, the system characterization phase is realized, comprising the power 
analysis while executing the checkpoints. In this case, we take the equation 
presented in section 3.1, since it corresponds exactly to this experimental 
computing platform. The NAS parallel benchmarks used for this phase were 
CG, IS and LU. Then, the application characterization phase is performed, 
comprising the analysis of checkpoints runtimes for the heat transfer 
simulation application. Finally, we performs the energy model instantiation 
phase, where the equations obtained in the two previous phases are added to 
the model.  
 
In the table 3 it is shown, for one of the nodes, actual and predicted results of 
time and power, for two particular sizes of the problem and a specific CPU 
frequency (other than those used for system characterization and application). 
In the table 4 it is shown for a single node, the actual, predicted and error 
commited of energy consumption, for checkpoint alone and the application 
with the checkpoint (which not including the checkpoint are around 54 
seconds). The precision error for a checkpoint is only 4.8%, which naturally 
decreases when considering the complete application. 
 

Table 3. Prediction of execution time and power. 
 

 
 
 
 

Table 4. Accuracy of energy consumption prediction. 
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5. Future work and conclusions 
 
In this paper we present a methodology to predict the energy consumption of 
a system of high performance computing, in a cluster, running an application 
with remote coordinated checkpoints. The methodology starts with an energy 
system characterization. Whenever you have a new application, a temporal 
(non-energy) characterization of checkpoints is made. With these data the 
analytical model to predict the energy consumption is instantiated, for any 
problem size and CPU frequency. The methodology is relatively simple to 
apply, and experimental results with a heat transfer application shows a 
prediction accuracy greater than 95%. We believe this work can be useful to 
the high performance computing community in various ways. In particular, to 
determine the energy impact of the checkpoint when an application scales up 
and the problem size at each node is reduced. It could also be used for an 
energy forecasting at different CPU frequencies and then determine which 
one is more convenient in terms of time, power and energy consumption. 
Future work will focus on expanding the experimental evidence, supplement 
the model with the application restart after a failure, cover more methods of 
fault tolerance, consider the power consumption of the input and output 
nodes that store the checkpoints, and integrate the model presented here to a 
model for SPMD applications prediction energy. 
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Abstract. This paper analyzes the performance achieved by an own 
version of HDA* (Hash Distributed A*) for shared-memory 
architectures, a parallel algorithm which allows finding solutions to 
combinatorial optimization problems. This algorithm was 
implemented using Pthreads, the Jemalloc dynamic memory 
allocator, and the 15-Puzzle as study case. Experimental work is 
focused on assessing the deviation of execution times when the 
algorithm is run on a multicore machine and varying the values of its 
parameters, for different input instances and number of cores/threads. 
Therefore, algorithm parameters are tuned in order to obtain a higher 
performance. Finally, algorithm scalability is studied using the 
parameters values that improved experimental performance for each 
instance and number of threads/cores. 
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1. Introduction 

In the area of Artificial Intelligence, heuristic search algorithms are used as the 
basis to solve combinatorial optimization problems that require finding a 
sequence of actions that minimize a goal function and allow transforming an 
initial configuration (which represents the problem to be solved) into a final 
configuration (which represents the solution). 
One of the most widely used search algorithms for that purpose is known as 
Best-First Search (BFS) [1], which browses the graph that represents the state 
space of the problem using a cost function  ̂ to value the nodes, which is 
partly composed by heuristic information that will guide the search faster 
towards the solution and will reduce the number of nodes to be considered. 
The algorithm is different from conventional methods because the search tree 
is implicit and dynamically generated, i.e. nodes are created as the search 
progresses. During the process, it keeps two data structures: one for the 
unexplored nodes sorted by function  ̂ (open list), and another for the already 
explored nodes (closed list) used to avoid processing the same state multiple 
times. In each iteration, the most promising node available on the open list is 
removed (according to function  ̂), it is added to the closed list, and legal 
actions are applied to it to generate successor nodes that will be added to the 
open list under certain conditions (verification step known as duplicate 
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detection). The search process continues until the node that represents the 
solution is removed from the open list. 
The A* algorithm [2] is one of the most commonly used BFS variants because 
it guarantees finding optimal cost solutions. To that end, function  ̂ contains 
known cost information of the path from the initial node to the current node, 
as well as heuristic information to estimate the unknown cost of the path that 
goes from the current node to the solution node, which can never overestimate 
the actual cost. Thus, the search is guided to process the most promising paths 
first. 
On the other hand, over the last years the development of parallel heuristic 
search algorithms has been promoted because the high requirement of 
computing power and memory, as a consequence of the exponential or 
factorial growth of the state space of the problem, makes its resolution on a 
single-core processor difficult. Moreover, it is common to find multi-core 
machines today, so sequential applications should be adapted to take 
advantage of the computing power that this architecture provides. 
So far, different authors have presented various techniques to parallelize BFS 
algorithms, which vary in the method used to manage the open and closed lists 
and the strategy used to balance load among processors during the execution. 
The technique to be chosen will depend on the architecture and the problem to 
solve [3]. 
The simplest way to implement a parallel BFS algorithm on a shared-memory 
architecture is to keep only one open-list and only one closed-list shared by all 
the threads (centralized strategy). Therefore, thread synchronization is needed 
to ensure data structure consistency, and thus will limit performance [3][4]. 
Although the open and closed lists can be implemented through data structures 
that allow concurrent access to different portions in order to reduce resource 
contention, several authors have shown that this technique yields 
improvements only for problems with high heuristic computation time [3], and 
especially current studies have shown that it does not get a competitive 
performance on multi-core machines [5]. 
In order to solve the previous problem, each process/thread is equipped with 
its own local open and closed lists (decentralized strategy) and performs a 
quasi-independent search. This strategy is suitable both for shared-memory 
and distributed-memory architectures. However, communication among the 
processes/threads (processors) is needed due to the following reasons: 

 
 Since at the beginning only one processor has the initial node on its open 

list and the search tree is generated at run time, the workload should be 
distributed dynamically. 

 The nodes located on the processor’s open list might not be the global best 
ones, so it will be necessary to equalize the nodes between processors.  

 Duplicate nodes (nodes representing the same state) can be generated by 
different processors. If the duplicate detection procedure is only 
performed by the processor that has generated the node and/or by that 
which has received the node owing to load balancing, the detection and 
pruning of duplicate nodes will be partial because another processor may 
have a node representing the same state on its open or closed lists. Instead, 
if absolute detection and pruning are required, strategies that assign each 
state to a particular processor will be needed. 
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 The termination criterion should be modified because, if the search is 
ended when a solution is found, there would be no guarantee that such 
solution is the best one. This is because there are multiple inconsistent 
open lists and, as a consequence of dynamic load balancing, there may be 
some graph nodes that are being communicated among processors. 

 The costs of the partial solutions found should be communicated in order 
to use them to prune the paths that lead to suboptimal cost solutions. 
 

In this sense, the Hash Distributed A* (HDA*) algorithm [6] parallelizes A* 
by applying a decentralized strategy and using Zobrist’s hash function [7] to 
assign each state of the problem to a single processor. Thus, when a processor 
generates a node that does not belong to it, it determines who the owner is and 
transfers the node to that owner. This mechanism allows balancing the 
workload, leveling node quality, and pruning duplicates in an absolute way, as 
the nodes representing the same state are always sent to the same processor. 
The implementation of HDA* proposed by these authors uses only the MPI 
message passing library and asynchronous communication, so the algorithm is 
suitable for execution both on distributed-memory and shared-memory 
architectures.  
On the other hand, the research carried out by [5] presents an implementation 
of HDA* for multicore machines, developed using the Pthreads library; in this 
way, it is possible to eliminate some inefficiencies that arise when the original 
HDA* algorithm is run on a shared-memory machine. Additionally, the 
Jemalloc library [8] was used to avoid performance degradation due to 
contention in the access to the data structures managed by the dynamic 
memory allocator, caused by the frequent alloc/free operations. Also, the 
authors present the PBNF (Parallel Best-N Block-First) algorithm that allows 
threads to work during synchronization free periods. Although a better 
performance is obtained with PBNF, the algorithm is complex and does not 
use the same implementation approach as A*, so high superlinear speedup is 
achieved in some cases. 
Furthermore, in article [9] we presented the implementation of our own 
version of HDA* for shared-memory architectures. The algorithm is based on 
the one proposed in [5], with the following differences:  

 The termination detection procedure is carried out in a decentralized way. 
To that end, an adaptation of the algorithm proposed by Dijkstra and 
Safra [10] is used. 

 The algorithm incorporates the LNPI (Limit of Nodes per Iteration) 
parameter that indicates the maximum number of nodes to be processed 
per iteration of the algorithm. In this sense, our version is different from 
the original algorithm, which expands a single node per iteration. 

 Threads accumulate a customizable quantity of nodes (LNPT or Limit of 
Nodes per Transfer) addressed to another thread before attempting their 
transfer, i.e. there are no transfers after each node generation as in the 
original algorithm. 

 The Memory Pool technique is used to avoid performance degradation 
caused by alloc-free operations in a producer-consumer relation among 
different threads.  
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The effectiveness of the Memory Pool technique was confirmed and the 
algorithm scalability was analyzed on a multicore machine, using a fixed 
value of LNPT and the value of LNPI that improved experimental 
performance.  

2. Contribution 

This article presents an analysis of the performance achieved by the HDA* 
algorithm suitable for shared-memory architectures, which was presented in 
[9], when it is run on a machine with multicore processors. The experimental 
work was carried out using 15-Puzzle [11] instances of various complexity 
levels, varying the number of threads/cores used and the values of the LNPI 
and LNPT parameters. Thus, the benefit obtained when incorporating the 
LNPI and LNPT parameters is documented.  
Also, an analysis of the speedup and efficiency achieved as the workload and 
the number of threads/cores used increase is presented, using the values of 
LNPI and LNPT that improved experimental performance for each input 
instance. 

3. Sequential A* algorithm 

A* [2] is a variation of the Best-First Search technique, where each node n is 
valuated in accordance to the cost of reaching it from the root of the search 
tree  ̂(n) and a heuristic that estimates the cost to go from n to a solution node 
 ̂(n). Thus, the cost function will be  ̂(n)=  ̂(n)+  ̂(n). If the heuristic is 
admissible (i.e., it never overestimates the real cost), A* will always find an 
optimal solution. 
The algorithm keeps a data structure with unexplored nodes (open list), 
sorted by function  ̂, and another data structure with already explored nodes 
(closed list), used to avoid processing the same state several times. Initially, 
the open list contains only one element, the initial node, and the closed list is 
empty. 
In each step of the algorithm, the node with the lowest  ̂-value (the most 
promising node) is removed from the open list and examined. If the node is 
the solution, the algorithm ends. Otherwise, the node is expanded (generating 
successor nodes by applying legal moves) and added to the closed list. Each 
successor node is added to the open list if it is not found on either list, or if it 
is but its cost value improves that of the previous node (this verification is 
known as duplicate detection). 
Once the node that represents the final state has been found, the sequence of 
actions applied to get to it can be obtained by tracing backwards the optimal 
path found. 

4. HDA* algorithm for shared memory architectures 

The HDA* algorithm proposed in [5] was developed using Pthreads and 
Jemalloc, and is based on the following: 
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 Each thread has: its own open and closed lists; an input queue known 
globally where the rest of the threads will deposit nodes that must be 
processed by this thread, and which must be protected by a lock to keep 
its consistency; a local output queue for each peer thread, which does not 
need to be protected since it will be for thread’s own use to prevent it 
from waiting. 

 When a thread ti generates a node that belongs to another thread tj, it 
must be communicated by adding it to tj’s input queue at some point. In 
order to do this, the thread tries to take the lock associated to tj’s input 
queue. When the lock is obtained immediately, node transfer is done by 
copying the pointer, and then the lock is released (this enables 
subsequent accesses to the queue by other threads). Otherwise, the 
pointer is added to the local output queue for tj (there is no waiting time 
associated with this operation). 

 After thread ti carries out a certain number of node expansions from its 
open list: 

- For each non-empty local output queue, the thread tries to communicate 
the stored nodes to its owner thread. In order to do this, the thread tries to 
take the lock associated to the input queue of the corresponding thread. If 
the lock is obtained, all the pointers to node are transferred, leaving the 
local output queue empty. Otherwise, it is not forced to wait. 

- The thread tries to consume the nodes left by other threads on its own 
input queue. To do this, the thread must take the lock but it is only forced 
to wait if its open list is empty (in this case, it does not have any nodes to 
keep on working). 

The allocation of states to threads is done through the Zobrist Function. The 
input and output queues are implemented as dynamic arrays that contain 
pointers to node. 

5. Implementations 

5.1   Sequential A* 

The data structure selected to implement the open list is a MinHeap [12] 
whose content is indexed by an Extensible Hash Table [13]. This data 

structure allows nodes to be sorted according to the value of function  ̂, so 

that the operations of inserting a node, removing the node with the lowest  ̂-
value and decreasing the priority of a node can be carried out in logarithmic 
order; at the same time, it allows carrying out searches in constant order to 
determine the existence of a node representing a particular state. 
Additionally, an Extensible Hash Table [13] was used to implement the 
closed list, which allows the operations of insertion/removal of nodes and 
searching to determine the existence of a node representing a particular state 
to be carried out in constant order. 
The keys associated to the elements (nodes) stored in the Hash Tables are 
obtained by calculating the Zobrist Function [7] over the representation of 
the state.  
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5.2   HDA* for shared-memory architectures 

An own version of the HDA* algorithm for shared-memory architectures, 
similar to the one studied in Section 4, was implemented. To that end, the 
Pthread library was used and the Zobrist Function was used to assign states 
to threads. 
Each thread performs an A* search locally, keeping its local open and closed 
lists. Node communication strategy is based on the use of input and output 
queues. 
To avoid making a single thread responsible for detecting termination by 
checking the state of the other threads and the state of their input queues, an 
adaptation of the Dijkstra and Safra’s termination detection algorithm was 
carried out, allowing all threads to cooperate with such purpose. To that end, 
each thread keeps a state and a counter of sent and received nodes - instead 
of the number of “communications” that were done1. The termination token is 
represented by a shared variable with the following information: a counter of 
nodes in transit, a state, and the identifier of the thread that owns the token at 
the moment; these data are not protected since only one thread will be able to 
modify them at a given point in time. The end of the computation is 
communicated through a shared variable end. 
With the aim of allowing the pruning of nodes that would lead to suboptimal 
solutions, threads share a pointer to the best global solution found so far 
(best_solution) and its cost (best_solution_cost). Both variables must be 
protected, since two threads can find two different solutions and try to update 
these values at the same time. 
Even though the code is the same for all threads, thread 0 will be in charge 
of: generating the initial node and adding it to the input queue of its owner 
thread; initializing the common structures; verifying the termination state; 
and recovering from the shared memory the steps sequence that represents 
the solution to the problem once computation is finished. 
Each thread carries out a series of iterations until it detects the end of the 
computation (through a change in the value of the variable end). In each 
iteration, the following stages are performed: 

 Node consumption stage: the thread checks whether its own input queue 
is not empty. In that case, it tries to take the lock associated to the queue. 
When it obtains the access immediately, it takes all the pointers to nodes 
that were deposited on the queue, releases the lock, and then for each 
node whose cost is lower than best_solution_cost it performs the 
duplicate detection process adding the node to the open list as 
appropriate.   

 Processing stage: the thread expands at most LNPI (Limit of Nodes per 
Iteration) nodes from its open list. For each extracted node, it verifies if 
its cost is at least best_solution_cost. If so, the thread empties the open 
list since the nodes stored in it would lead to suboptimal solutions. 
Otherwise, it checks if the node represents the solution and in that case it 
empties the open list and updates best_solution and best_solution_cost, 
after having taken the lock that protects them and having consulted again 

                                                           
1 The input queues count the total amount of stored nodes (logical dimension). Consequently, 
the amount of nodes in transit is calculated instead of the amount of “deposits” that have not 
been received yet. This is a modification of the Dijskstra and Safra algorithm. 
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if the node cost is less than best_solution_cost2. When the extracted node 
is not the solution, it is added to the closed list, it is expanded (generating 
successors), and then, for each successor, the Zobrist Function is 
calculated to determine which thread has to process it. When the node 
belongs to this very thread, it carries out the duplicate detection and adds 
the node to its open list as appropriate. Otherwise, the thread stores the 
node in the local output queue for the destination thread; when the 
amount of stored nodes is higher than the limit LNPT (Limit of Nodes per 
Transference), it tries to take the lock associated to the destination 
thread’s input queue and, if it obtains the lock immediately, it transfers 
the stored nodes leaving the output queue empty3. A node transfer 
involves a pointer copy. If this thread is the first to deposit on that input 
queue (i.e., the input queue was empty), it must notify the destination 
thread, just in case the latter was idle waiting for work. 

 Idle stage: the thread goes into this stage when its open list is empty. 
Firstly, it transfers the nodes stored on each non-empty output queue. 
Then, it remains waiting for any of the following events until having 
received work or having detected the end of computation: 

- End of computation: thread 0 detected the termination state and changed 
the value of the end variable. 

- Termination token arrival: the thread must update the termination token, 
based on the termination detection algorithm, and pass it to the 
following thread, which involves changing the owner field in order to 
notify the successor thread that it is the new owner. Instead, thread 0 
performs a different task which consists in verifying if the termination 
conditions are given; if so, it changes the value of the end variable; 
otherwise, it starts a new round to detect termination. 

- Work deposit notification: the thread must obtain the lock associated to 
its input queue, it must take all the pointers to nodes that were deposited 
on the queue and release the lock. For each node whose cost is lower 
than best_solution_cost the duplicate detection is carried out, adding the 
node to the open list as appropriate.   

The termination detection algorithm involves updating the thread-local 
variables state and counter every time it adds nodes to the input queue of 
another thread or every time it removes nodes from its own input queue, 
either increasing or decreasing the local counter by the amount of nodes that 
were deposited or received, respectively. 
In order to prevent performance degradation due to an alloc-free relation 
between threads, a pool of pointers to node (Memory Pool) was incorporated 
to each thread, where the pointers to node that the thread wishes to “set free” 
for a further use are stored. This technique prevents thread A from accessing 
the structures assigned to another thread B by the dynamic memory allocator, 
when the former wants to “free” a pointer allocated by the latter, situation 
that would produce contention. 

                                                           
2 This is necessary because two threads could find two solutions with different cost and attempt 
to update the shared data at the same time. If the condition about the cost is not verified again, a 
suboptimal solution could be stored. 
3 Our version is different from the one proposed by Burns, in which each time a thread ti 
generates a node that belongs to another thread tj, the former tries to take the lock associated to 
the latter’s input queue in order to transfer the node individually.  
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6. Experimental results 

Experimental tests were carried out on a machine with two Intel ® Xeon ® 
E5620 processors and 32GB RAM (DDR3 1066Mhz). Each processor has 
four 2.4Ghz physical cores; each core has two 64KB L1 caches for data and 
instructions, respectively, and one 256KB L2 cache; all processor cores share 
a 12MB L3 cache. Each processor has a memory controller, so the machine 
has NUMA architecture and uses a QuickPath Interconnect (QPI) 
interconnection of 5.86 GT/s.  
The tests considered sixteen 15-Puzzle instances used in [14] - numbered 3, 
15, 17, 21, 26, 32, 33, 49, 53, 56, 59, 60, 66, 82, 88, 100; six of the 10 
configurations that are part of the test suite proposed by [15], numbered 101-
106 in this article; and the final instance proposed by [14]. Thus, the 22 
configurations used present different levels of complexity, which is measured 
in terms of the number of nodes processed by Sequential A*, and varies 
between 1 and 103 millions of processed nodes. 
The sequential A* and HDA* algorithms were configured to use the 
Jemalloc dynamic memory allocator (with 256 arenas) and the heuristic H4. 
The HDA* algorithm was compiled to use the Memory Pool technique and 
active waiting. We showed in [9] that these techniques improve the 
performance of both algorithms. 
The sequential A* is deterministic. For each initial configuration, 10 runs 
were performed and the average runtime in seconds was calculated. 
On the other hand, HDA* is non-deterministic. For each initial configuration 
and set of parameters, 100 tests were carried out. The parameters and values 
used were: number of cores/threads (4, 8); LNPI (1, 5, 50, 500); and LNPT 
(26, 210, 1680) 4. The data obtained with these 100 runs were then averaged 
for each configuration and set of parameters, which will be referred to as 
mean sample. Each thread was bound to an exclusive core using the function 
sched_setaffinity(); in those tests with 4 threads, 1 pair of threads was 
mapped to each machine processor, and in those tests with 8 threads, 1 thread 
was mapped to each physical core of the machine. 

6.1   Impact of the LNPI parameter on performance 

The LNPI parameter determines how many nodes a thread must expand per 
algorithm iteration, i.e., it establishes the amount of nodes to be processed by 
the thread before it tries to consume nodes deposited on its own input queue 
again. 
To analyze the impact of this parameter on execution time, all mean samples 
were taken and those with the same initial configuration, number of cores and 
LNPT were grouped. That is, each group contained the mean samples whose 
only difference among them was the LNPI parameter value. For each group, 
the Coefficient of Variation (CV) was calculated from the Standard Deviation 
(SD) of the execution time, since it measures how much the execution time of 
a mean sample in the group tends to deviate from the group mean time. 
From the data obtained for LNPT=26, it was observed that the CV for the 
groups is between 0.001 and 0.06; this indicates that when varying the LNPI 

                                                           
4  These values correspond to 1KB (26 nodes), 8KB (210 nodes) and 64KB (1680 nodes) of data 

transferred, respectively.  
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parameter between the values defined, mean sample execution time tends to 
deviate between 0.1% and 6% from its group mean; it should be noted that 
95.5% of the groups has a CV value below 0.03. From the results obtained 
for LNPT=210, it was observed that the CV for the groups ranges from 
0.0009 to 0.036; 95.5% of the groups has a CV value below 0.03. Finally, 
tests that used LNPT=1680 showed a CV value between 0.001 and 0.062, 
97.7% of the groups has a CV value below 0.03.  
Based on the low CV values, it is concluded that there is a non-significant 
variation in execution times when changing the value of the LNPI parameter 
among those defined. This parameter determines the frequency at which a 
thread tries to consume nodes deposited on its input queue:  

 As accesses to the input queue are more frequent, the quality of nodes 
stored on the thread’s open list will be more updated. When a thread fails 
in its attempt to access its input queue, performance is not affected since 
the thread is not forced to wait. 

 As accesses to the input queue are less frequent (higher LNPI), the thread 
will be forced to expand a higher amount of nodes stored on its open list 
speculatively, i.e. newly received nodes which might be among the global 
best ones are not added to the open list and thus the thread will only 
follow its local heuristic information. Consequently, execution time 
increases due to a growth of Search Overhead5. This hypothesis was 
confirmed by running tests for the 22 initial instances, using Memory 
Pool, active waiting, limiting LNPT to 26 and LNPI to 10000.  

6.2   Impact of the LNPT parameter on performance. 

The LNPT parameter indicates the number of nodes that the thread must 
accumulate on the respective output queue before attempting their transfer to 
the recipient thread.  
In order to evaluate the benefits of using the LNPT parameter, the parallel 
algorithm was run limiting LNPT to 1. Then, the execution times of mean 
samples that used LNPT=1 were compared with those that used LNPT=26, 
taking into account the same initial configuration, LNPI value and number of 
cores. The results obtained show that 97.7% of the mean samples that used 
LNPT=26 present improvements in execution times, which range from 
0.24% to 10.61%; the remaining samples that used LNPT=26 (2.3%) present 
a deterioration ranging from 0.39% to 6.13%. Previous results indicate the 
benefits of using the LNPT parameter. 
For the purpose of analyzing the effect of the LNPT parameter on execution 
time, all mean samples obtained from runs limiting LNPT to 26, 210 and 
1680 were taken. Then, all mean samples with identical configuration, 
number of cores and LNPI values were grouped; i.e., each group contained 
mean samples whose only difference was the value for their LNPT 
parameter. For each group, the Coefficient of Variation (CV) was calculated 
from the Standard Deviation (SD) of the execution time, since it measures 

                                                           
5 The Search Overhead represents the percentage of nodes that the parallel algorithm expands in 
excess as compared to the sequential algorithm. It is calculated using the formula 100x(NP/NS -
1), where NP is the number of nodes processed by the parallel algorithm and NS is the number of 
nodes processed by the sequential algorithm. 
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how much the execution time of a mean sample in the group tends to deviate 
from the group mean time. 
In general, the results obtained show that the CV for the groups is between 
0.0035 and 0.26; this indicates that when varying the LNPT parameter 
between the values defined, mean sample execution time tends to deviate 
between 0.35% and 26% from its group mean; it should be noted that 70.45% 
of the groups has a CV value below 0.1, 27.8% has a CV value below 0.05 
and only 10.2% has a CV value below 0.03. 
Based on the moderately high CV values, it is concluded that the LNPT 
parameter affects execution time. This is because this parameter impacts the 
frequency at which threads try to acquire the locks associated to the input 
queues in order to transfer nodes. The following can be inferred: 

 A high frequency (low LNPT) causes a higher contention in the access to 
locks associated to input queues. This, in turn, increases the number of 
failed attempts to access the thread’s own input queue when it is 
performing the node consumption stage. Consequently, a significant 
increase in Search Overhead was noted because each thread performed a 
greater amount of speculative expansions on its local nodes.  

 A low frequency (high LNPT) delays nodes transfer among threads, 
which in turn increases idle time, unbalances the quality of open nodes 
stored by threads and increases the amount of speculative work on local 
nodes and thus the Search Overhead. 

In general, the value of LNPT that improves performance for each 
configuration and number of cores is 210 (there is an exception with 
configuration 102 and 4 cores, for which performance improved using 
LNPT=1680). Figure 1 shows the speedup obtained for each initial 
configuration, using 4 and 8 threads/cores and LNPT=210, while Figure 2 
shows the efficiency achieved; the mean sample that minimized resolution 
time was selected for each configuration and number of cores, that is, the 
sample whose LNPI value resulted in the best performance. The various 
selected mean samples were sorted based on configuration complexity (that 
is, based on the number of nodes processed by A*, which is related to 
sequential execution time).  
Tests with 4 cores obtained a speedup that ranges from 3.39 to 4.39, and 
efficiency between 0.85 and 1.099. Tests with 8 cores show a speedup 
between 5.17 and 8.42, and efficiency between 0.65 and 1.05. 
The superlinear speedup observed in some cases is due to the fact that the 
parallel algorithm processed a lower number of nodes than the sequential 
algorithm (i.e., a negative Search Overhead was obtained). The remaining 
cases are due to the decrease in the number of elements in the multiple open-
list and closed-list structures, which causes an acceleration of the operations 
carried out on them. 
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Figure 1. Speedup achieved by HDA*, LNPT =210.                

 

 

 

 
 Figure 2. Efficiency achieved by HDA*, LNPT =210. 

 

7. Conclusions and future lines of work 

An own version of the HDA* algorithm suitable for shared-memory 

architectures was presented, and the effect of the LNPI and LNPT parameters 

on performance was analyzed. Additionally, algorithm scalability was 

assessed as the number of cores and workload increase, using the LNPT 

value that improved experimental performance. Future lines of work focus on 

contrasting the algorithm presented in this paper against an own version of 

HDA* implemented exclusively with MPI, comparing the performance 

achieved and the amount of memory used when they are run on a multicore 

machine. 
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Abstract. Data Mining is a discipline related to the development and 

application of techniques for the extraction of new and useful 

information from large amounts of available data. The goal of this 

paper is to use these techniques on data extracted from a poll in order 

to identify the profiles of the young people showing interest in 

pursuing undergraduate studies in the field of computer science. The 

paper describes the process of identification of the most salient 

features for high school students in a wide age range. It also includes 

the data preprocessing stage, fundamental in the process, as it strongly 

influences the development of the model obtained. Finally, results and 

conclusions are presented, as well as future lines of work.  

Keywords: Data Mining, Feature Selection, Classification and 

Prediction Techniques, Computer Science. 

1. Introduction 

Nowadays, owing to the advancement of technology, most processes have 

digital historical information large enough to make manual processing 

difficult. 

Data Mining, one of the most important stages of the Knowledge Discovery 

in Databases process, gathers a set of techniques capable of modeling and 

summarizing these historical data, facilitating their understanding and aiding 

in future decision making processes. 
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This paper sets out to identify and select the most relevant features for 

establishing and defining the profile of young people showing interest in 

pursuing studies in the field of computer science. This study will allow every 

Academic Unit to recognize the aspects that attract the attention of their 

prospective students, which can be used to target the right audience, thus 

solving the two problems implied by wrong choice of studies: the frustration 

of discovering the course of studies does not fulfill expectations and the 

financial losses caused by wrongly allocating resources incurred in by 

students, institutions and the state. 

2. Knowledge Discovery in Databases 

This paper is framed in what is known as Knowledge Discovery in Databases 

or KDD, which consists of a series of phases that define the methodology 

used. The order of these phases is not strict and there may be variation, 

depending on the result of each phase, which may result in a cyclic process. 

 

- Phase 1. Domain understanding: Before starting to work, it is 

necessary to understand the situation, determine the goals and design a work 

plan that will help us solve the problem. 

- Phase 2. Data collection and integration: This phase starts with the 

obtention of the data, which are later studied and their origins identified. This 

stage features data collection, description, exploration and quality 

verification. 

- Phase 3. Data preparation: It is necessary to select and prepare the 

subset of data to be used. This phase covers all the activities to build the final 

data set that will be used by the modeling techniques. 

- Phase 4. Modeling: Also called Data Mining, because it is the most 

characteristic of KDD, it is the phase in which multiple modeling techniques 

are selected and applied, configuring their parameters for result obtention. 

Here is where new knowledge is produced, building models from the 

collected data. 

- Phase 5. Interpretation and evaluation: The models obtained in the 

previous phase are interpreted and evaluated in order to check whether they 

fulfill the goals set in preliminary phases. Here, it is critical to determine 

whether important parts of reality have been considered sufficiently and to 

decide on the reuse of the DM process results 

- Phase 6. Result dissemination, use and measurement: Knowledge 

acquired through model creation must be organized and presented in such a 

way as to be understood and used by the end user. The applicability of the 

model depends on this phase. 



COMPUTER SCIENCE & TECHNOLOGY SERIES                                                                                67 

3. Description of the Problem 

The information to be used comes from a survey done by the Sadosky 

Foundation in multiple high schools of the Province of Buenos Aires. The 

questions seek to collect the impressions students have in relation to 

computer science and to reveal why there are few female participants in 

software production processes; more specifically in the Software and IT 

sector.   

The information gathered involves 627 young people between 13 and 22 

years of age. The answers obtained have generated 236 different attributes or 

variables. Therefore, although the number of surveys was small, the amount 

of attributes composing each of them makes it difficult to identify patterns or 

relations existing in the opinions of different subjects. In relation to this, it is 

a good option to use objective techniques that allow for the identification of 

the most relevant attributes. 

However, before applying techniques specific to Data Mining, it is necessary 

to verify information in order to avoid discrepancies. Modifications and 

transformations operated on the original data are described following: 

 

- Attributes with inconsistent data 

Attributes with an excessive amount of missing data were eliminated. 

Anomalous values resulting from loading errors and constant values such as 

language (all were done in Spanish) were cleaned. Redundant attributes were 

eliminated because they were the same value as another one or because they 

had the same value in all subjects. 

- Attributes with non generalizable data 

Non generalizable attributes such as student names were eliminated. The 

cardinality of some attributes was reduced by using more generic categories. 

For example, school names were replaced by the corresponding geographic 

area: zona Norte, Sur, Oeste y Matanza. 

- Transformations 

Some attributes were numerized and their range normalized, according to 

the requirements of the Data Mining techniques used. This type of 

transformations was applied to ordinal attributes such as ``hability to perform 

different activities'' or ``academic level of the head of the family''. In the case 

of questions with tabulated answers, a binary representation was used, 

composed by as many attributes as possible answers to the question. For 

example, this transformation was applied to questions such as ``Use you give 

to the PC'', ``Activity you would like to work in'', ``What do you do in your 

free time?'' and ``How do you learn to program?''. 

- Data Mining applied to open questions 

Open questions in the survey required special treatment as they cannot be 

processed directly using any Data Mining technique. Some examples of these 

questions were ``What is the first word that comes to mind to define a 

computer?'' or ``What is the first word that comes to mind to define a 

computer program?'', where answers included lists of very different words. 
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When it comes to operating with textual information, it is necessary to use 

Text Mining techniques in order to identify the terms most frequently used by 

the subjects. This was done using a process composed of multiple stages. One 

stage comprised the application of a stopword filter, which filters the words 

that match any stopword included in a file provided for this purpose. Then 

each word in the text was reduced to its root using a stemming algorithm 1. 

The importance of this process lies in that it eliminates the syntactic 

variations related to gender, number and tense. Once the root of each word 

was obtained, the frequency of incidence was calculated and the three most 

frequent words were chosen.   

This resulted in the three most representative terms for each of the open 

questions, which summarized the answers of each subject as a sequence of 

words in a specific and representative category. 

4. Feature Selection 

Data Mining techniques applied to structured information composed by a 

large amount of features results in complex models. Depending on the 

technique used, data with a high dimension produce either very large trees or 

sets of rules with high cardinality and backgrounds formed by a great amount 

of conjunctions [2] or discriminating functions that are difficult to interpret. 

In order to solve this problem, it is necessary to identify the most 

representative attributes of the information available before the model is 

constructed. Thus, the technique used will be simplified in its task and result 

in a simpler, easier to interpret model [3]. 

In the particular case of the problem in this article, selecting the features is 

fundamental, as the goal is to identify the most important matters to young 

people with a tendency to pursue computer science related studies. The 

answer sought is, no doubt, the result of a feature selection process [4]. 

The two main feature selection techniques are: filter methods and wrapper 

methods [5]. Filter methods are based on general features of the training set 

to select some without using any learning algorithm. Wrapper methods 

require a predefined learning algorithm to select, and use its performance to 

evaluate and determine which features will be selected [6]. 

Due to the high dimensionality of the data set provided by the Sadosky 

Foundation, a filtering method was used to select the features, called Chi2. 

This method, proposed by Liu et al. in [7], is one of the most used feature 

selection methods and is based on a statistical method for comparing 

proportions. The  metric is used to measure attribute performance, as it 

determines a value proportional to the relation existing between a class  and 

a feature f which can take r possible values. 

Given a set of data  with n examples, the  metric is calculated using the 

following formula: 
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where  and  represent the amount of positive and negative 

examples for value i of feature f, respectively,  and  and  are the 

expected values if the data had a uniform distribution. 

The score obtained when evaluating  follows the distribution  

and the goal of the selection algorithm is to simply choose a subset of 

features among those with the highest scores, as they will be the most 

relevant when discriminating the classes. 

The following criteria were used in order to determine how many attributes 

were to be selected: 

- Criterion 1: Selecting the attributes whose score was higher than the 

value of the mean plus one and a half standard deviations. 

- Criterion 2: Selecting attributes evaluating the performance of a 

classifier as the features are incorporated, one at a time, in order of 

decreasing score. 

A classifier is built for this purpose from the first feature and its performance 

is measured. This process is repeated for the remaining two characteristics 

with the highest score. The process continues this way, incorporating features 

one by one and evaluating the performance reached until no changes occur 

for a certain number of iterations [8]. 

For the classifier performance criterion, the amount of correct answers as to 

who chooses computer science was the focus, i.e., the performance on true 

positives. This is due to the marked imbalance among the classes, as only 

10% of the subjects showed interest in computer science; therefore, the 

general accuracy of the classifier, considering true predictions in both classes, 

may be high even if it does not perform well on the class of interest. 

 

 

Fig. 1. Amount of true predictions in the True class of each  

iteration of Criterion 2 
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5. Results 

Table1 shows the list of attributes selected by each of the criteria described in the 

previous section. Regarding Criterion 2, figure 1 shows a slow improvement in 

the classifier until it reaches a maximum with 22 features. The classifier used in 

Criterion 2 was a tree generated with the popular method C4.5 [9]. 

The aforementioned is summarized in the two columns of table 1, where 

Criterion 2 can be seen to include more attributes than Criterion 1. The difference 

between the two criteria is less than 3% of the original amount of attributes. The 

22 attributes selected constitute 9.3% of the original attributes. 

It is worth mentioning that the fact that an attribute appears in table 1 does not 

mean that the answer to the corresponding question was positive, but rather that 

the answer given by the subject helps determine whether they will choose to 

pursue computer science related studies. 

Table 2 shows the confusion matrix of the tree obtained with the C4.5 method 

using the 22 features in table 1. Observing the structure, it is proved that the tree 

correctly predicts the 80% of the cases in which subjects have answered that they 

would choose to study computer science. This result shows that feature selection 

has been successful, since the tree built from the 236 attributes shows an 

equivalent true prediction rate. 

Finally, with the goal of identifying relevant attributes on different groups of 

subjects, the sample set was divided using two different criteria: by gender and by 

whether the subjects were in their junior years or in their senior years. Each 

subset was applied the Chi2 feature selection method with criterion 2. Results are 

represented in table 3 where only features with at least 3 matches among the 

different data sets were included. 

For example, the first row of table 3 shows women in their senior high school 

year do not show a strong tendency when answering the question related to the 

gender of a domestic worker. 

Moreover, the attributes selected show the relevance of computer use patterns in 

discriminating the classes. Using the computer outside of social networks, as well 

as for games (soccer games or other, more complex ones) seems to be an 

indicator of a preference for computer science related studies. Also salient are an 

aptitude for assembling and disassembling things and installing and configuring 

programs. Some less evident yet relevant attributes for the classification are an 

aptitude to show and receive affection. 

6. Conclusions and future lines of work 

This paper identifies the 22 most relevant attributes of a survey by the 

Sadosky Foundation that help determine whether a person will choose to 

pursue computer science related studies. This reduces the total of questions 

by 90% as the original number of attributes was 236. 

The preliminary results evidence the importance of showing young people 

the multiple potential functions of a computer, i.e., high schools should 
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encourage the creation of spaces and activities that take students closer to 

computers in unconventional ways in order to broaden their range of 

application, e.g, through music, image processing, robotics, etc. 

Using games and configuring and managing software applications seem to be 

strong indicators of a tendency in students to choose computer science 

careers. In this sense, proposing workshops on these topics could increase an 

interest in the field. 

 

Table 1. Characteristics selected by criteria 1 and 2 as relevant to 

determine whether a person will choose computer science related studies 

using the full data set. 
 

Attribute Criterion 

1 

Criterion 

2 

01. Most adequate gender for a domestic 

worker 

X X 

02. Aptitude for showing affection X X 

03. Aptitude for assembling and 

disassembling 

X X 

04. Would you like to do informational work X X 

05. Using the PC for social networks X X 

06. Using the PC for soccer games and other 

complex games.  

X X 

07. Using the PC to configure, investigate or 

update programs. 

X X 

08. Use of the PC to play online games X X 

09. ¿Do you know what a computer program 

is? 

X X 

10. ¿Is programming about creating or 

inventing? 

X X 

11. Computer Science courses by gender X X 

12. ¿Does a new car need a program to 

operate? 

X X 

13. ¿Are computer scientists like me? X X 

14. Would you like to work assisting people X X 

15. ¿Do you like assembling and 

disassembling things? 

X X 

16. ¿Do you think computer scientists make  

money? 

X X 

17. ¿Do you like to google?  X 

18. ¿Do you like to show affection?  X 

19. Would you like to work in the arts or 

show business 

 X 

20. Would you like to work in a professional 

activity 

 X 

21. ¿Is the salary of a scientist high?  X 
22. ¿Does a lamp need a program to operate?  X 
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Table 2. Confusion matrix of the tree obtained from the C4.5 method 

using the 22 features in the table 1 

 

 Chooses 
computer science 

Does not 
choose 
computer 
science 

Class 
precision 

Predicts  chooses computer 
science 

56 6 90.32% 

Predicts does not choose 
computer science 

14 552 97.53% 

Class recall 80.00% 98.92%  
 

Table 3. Common features selected by at least three data subsets 

 Attribute 

Selected  

Full Only 

women 

Only 

men 

First 

age 

Last 

age 

Domestic worker gender  X  X X  

Aptitude for showing affection  X  X X X 

Aptitude for assembling and 

disassembling  

X  X X X 

Activity you would like to work in:  

Informational work (not software)  

X  X X X 

Free time to use the computer  not for 

social networks   

X X X X X 

Using the computer for soccer games 

and other complex games 

X X  X X 

Using the computer to configure 

investigate or update programs  

X X X  X 

¿Is programming about creating or 

inventing?    

X  X  X 

¿Does a new car need a program to 

operate?  

X  X X  

¿Like me?  X X  X  

¿Does a lamp need a program to 

operate?  

X X  X  

 

This paper represents a first step in defining the features of computer science 

students. The obtained results will allow for a definition of the direction of 

future surveys that are similar to the one performed by the Sadosky 

Foundation. As a future line of work, other techniques will be used to 

generate models from the set of attributes selected and similar surveys will 

take place within the National University of La Plata. 
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Abstract. Augmented Reality (AR) has been studied from 
different application fields since the early 60s. Different research 
works in the educational field have been recently conducted, 
particularly based on a versatile AR application called Augmented 
Book. This paper focuses on a novel authoring tool for this kind 
of books. Our approach allows the possibility of adding virtual 
contents to any existing printed book. The application was 
implemented following a framework-based approach, making 
easy to extend with new features. Informal evaluations and 
observations by academics of different fields were conducted 
obtaining promising results. 

 
Keywords: Augmented Book, Augmented Reality, Authoring 
Tool, Computer Graphics 

 
 
1. Introduction 
 
It has been more than fifty years since researchers addressed Augmented 
Reality (AR). Sutherland research work [18] is considered as one of the first 
contributions on this field. He introduced what he called the “ultimate 
display”, however, due to technological limitations these features was mostly 
not adopted. In fact, both widely accepted definitions of AR were introduced 
in 1994 and 1997, by Milgram & Kishino [16] and Azuma [5] respectively. 
The first definition introduces the Reality-Virtuality Continuum. As it is 
shown in Fig.1, it consists of a combination of real and virtual elements. It 
has at one end of the spectrum the Real Environment, representing our real 
world. At the other end of the spectrum is situated the Virtual Reality, 
representing a pure virtual world. The middle region of this continuum is 
considered the Mixed Reality, which combines both worlds. The AR is closer 
to the Real Environment (i.e. real world elements are predominant over the 
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virtual elements) in contrast to the Augmented Virtuality which is closer to 
the pure virtual world. On the other hand, Azuma’s definition has been 
adopted by the research community as the basic principle for an AR 
application. This definition states that AR applications have to meet three 
basic requirements, namely: (i) a combination of real and virtual worlds; (ii) 
real-time interaction; and (iii) three-dimensional objects visualization 
superimposed onto the real environment. 

 
 

 
 

Fig. 1. Reality-Virtuality Continuum. 
 

 
Based on these definitions, researchers have introduced contributions to 
different fields, such as medical sciences [7], training [20], games [17] and 
education [14] among many others. In particular, in the area of education 
there has been growing interest in AR technology in recent years due to its 
great potential [12]. AR environments allow students to interact with both the 
real and the virtual world, exploring objects, learning concepts, developing 
skills and carrying out collaborative activities. These aspects motivated the 
incorporation of different types of AR learning environments for regular 
classroom practices [8]. 
An AR application with promising capabilities for educational purposes has 
been expanded lately, named as MagicBook by Billinghurst et al [6]. More 
recently, this type of application is also known as Augmented Books. It uses 
normal printed books with AR fiducials (i.e. special markers that can be 
recognized by a computer software) as the main interface objects. People can 
turn pages of the book, look at the pictures and read the text like they used to. 
However, if they look at the pages through an AR display (e.g. computer 
screen) they would be able to appreciate virtual contents appearing over the 
pages. Thereby, augmented books give new alternatives to enhance 
traditional books with inter- active visualizations, animations, 3D models 
and/or audio, and open up a whole new range of possibilities to merge real 
and virtual experience. 
Many researchers and companies [3, 21] explored AR book experiences, 
adding new ways of interactions [9, 12] or introducing collaborative tasks 
[15]. However, in general these approaches consist on books conceived as 
augmented books from scratch. We propose a new approach for adding AR 
capabilities to traditional books without having to generate them from 
scratch. Thus we can enrich pre- existing books embedding different kinds of 
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virtual content. In addition to this approach, we have implemented our 
authoring tool using a framework-based approach in order to facilitate the 
incorporation of new features to it (i.e. new interactions and/or new types of 
augmented contents). 
The rest of this paper is structured as follows. Section 2 provides the related 
work concerning to augmented books. In Section 3 details of the approach are 
presented. In Section 4, the application architecture and details of the 
implementation are provided. Section 5 presents the discussion of the 
proposed approach based on the results from informal evaluation and 
observations and also we outline research lines for future work. Finally, the 
conclusion is presented in Section 6. 

 
 

2. Related Work 
 

Several research works explored various alternatives for augmented books in 
different areas such as chemistry [4], science [22] or cultural heritage [19] 
among others. More recently, this simple approach has been proved to be 
effective, for example for spatial skills development [14] or learning 
geometric shapes [12]. 
Despite this relatively large amount of research, many of them were 
developed for a specific pre-defined domain aiming to a specific target 
people using augmented books created from scratch. Other researchers 
proposed authoring tools for the creation of augmented books [10, 11]. 
Besides these approaches allow people with less technical knowledge to 
create these kind of books, the created books are conceived as augmented 
books from the beginning. Other authoring tools have been developed [1, 2, 
13], however these approaches are too general and lack of specific features 
for books (e.g. interactions or contents designed for enhancing reading 
experience). 
As we described, despite the great potential of augmented books, there has 
been a great limitation with authoring tools that do not consider pre-existent 
books. Our work tries to overcome this constraint, making the contribution of 
a novel approach to add the capabilities of augmented books to any 
traditional book. 

 
 

3. Authoring Tool for Augmented Books 
 

We present a novel tool for enhance pre-existent books with AR content. The 
main idea of our work is the traditional books’ enrichment by means of the 
AR, not only showing augmented information on them but also giving the 
facilities to users (or readers, used indistinctly throughout this manuscript) to 
incorporate augmented  contents  to  traditional books. 
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As in common AR systems, this tool is aimed to desktop computers with a 
camera device. The camera is the input sensor of the real world, and the 
computer display acts as a window to the augmented world, showing 
augmentations superimposed on the frames captured by the camera. We 
considered the use of at least one marker in the surrounding of the book in 
order to incorporate virtual contents over it. The next subsections describe the 
design of an augmented book and the usage concept of the proposed 
approach. 

 
3.1  Book Model 

 
We designed the augmented book as a composition of two concepts: a digital 
representation of the book itself and its digital contents. The digital 
representation of the physical book consists of descriptive attributes, such as 
the title, authors, cover page, a brief description of the book and its ISBN 
code. In addition to these attributes, the augmented book can be populated 
with several augmented contents in a structured fashion. 
The augmented book is conformed by containers which are associated to a 
specific page of the physical book and can be used to separate content 
thematically. These containers can be attached with different virtual contents. 
Thus, these elements represent a logical container for the digital contents of 
the book. Several virtual contents can be added to the augmented book, such 
as text, web-links, images, 3D-models and sounds. These containers as well 
as the digital contents are created by the readers. Figure 2 shows an example 
of the structure of an augmented book. 



COMPUTER SCIENCE & TECHNOLOGY SERIES                                                                                79 

 
 

Fig. 2. An example of an augmented book structure. 
 

The main attraction of digital contents is the possibility of being associated 
with two important features: renderable objects and trackable objects. The 
renderable objects allow the digital content to be displayed by the Render 
Engine of the authoring tool viewer, which in turn can be textured images or 
3D-models. 
The trackable objects are the main elements which enable AR. They consist 
of markers, that are interpreted by the AR Module to obtain its pose (i.e. 
position and orientation). With this information it is possible to assign a 3D 
transformation to a renderable object obtaining a correct registration in the 
rendering of the AR content. We opted for an adaptable way of adding virtual 
content for the physical books as it is shown in Fig. 3(a). The requirement of 
extra devices for the application is minimum (i.e. only one marker) as well as 
easily adapt- able to every book. From the chosen marker position, the reader 
can add the augmented contents displacing the content with 3D 
transformations as Fig. 3(b) shows. Despite this approach, our authoring tool 
supports several markers for the AR content input as well as free markers 
(i.e. markers that are not constrained to a fixed position, and the reader can 
freely move them throughout the book). Users can choose to add more 
markers for the content creation, tailoring the augmented book design to their 
particular needs. 
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(a)                                 (b) 

Fig. 3. Considered marker fixed positions (a) and example of the concept of 
displacements (D1 and D2) from a single marker to situate two augmented elements 

over the book (b). 
 

3.2  Usage Concept 
 

The usage idea of the proposed approach is basically divided in two phases: a 
stage among books and another stage within a book. 
 
Among books. On one hand the user can create a new augmented book for 
his/her desired physical book. On the other hand, the reader can open 
previously created books. In this way, several books can be managed 
concurrently. 
 
Within a book. Once the augmented book is open, the reader can navigate 
through its containers and contents. The reader can select each content type 
and perform the corresponding interactions (e.g. view images, play sounds, 
etc.). The selected augmented contents will be displayed over the book on the 
viewport of the application. 
In order to add a new content to the issued augmented book, the user must 
select a container. When there is no container associated to the desired page 
or the user may want to separate contents thematically, the reader ought to 
create a new container. Then, he/she can select the content type to be created 
and choose specific characteristics about this content. 
Finally, the reader can add augmented features for the issued content. In such 
case, the reader must select a marker (trackable object) and its position in the 
surrounding of the physical book. Also, besides the predefined positions for 
markers, a floating marker is considered. This feature allows to use this 
marker freely (i.e. user can move it without restrictions). 
The basic 3D transformations (rotation, translation and scaling) can be per- 
formed to set the desired spatial position of the content over the book, that is 
translating the content from the marker location. All this process is totally 
interactive and is shown in real-time in a seamlessly manner. 
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4. Authoring Tool Implementation 
 

4.1   Architecture 
 

The proposed authoring tool was designed with several modules, maintaining 
them independent, in a loosely coupled manner. In this way, future 
modifications will not affect the overall application. Moreover, several object 
oriented patterns were followed and a framework-based approach was 
employed, allowing to easily extend the system with new features. The 
overall architecture of the system is shown in Fig. 4.1. 
 

 

 
 

Fig. 4. System Architecture overview. 
 

Each module aims to the different operations of the application. Hence, the 
Book Module handles all the actions related to search and creation of the 
augmented books. The creation of contents is achieved by the Content 
Module. 
In addition to the described modules, the application consists of a group of 
modules to handle the rendering and the AR detection. The camera is 
accessed via the Capture Module. Frames captured are displayed by the 
Render Engine which in turn will display virtual objects over the book 
images. These AR features are handled by the AR Module, detecting the 
markers on the captured screen and obtaining the pose information of them. 
The functionalities from these modules are managed by a special handler, 
which performs the communication among them. 
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4.2   Implementation Details 
 
The proposed authoring tool has been implemented in C++ using the Qt 
Framework3. The Render Engine was developed using OpenGL and the AR 
Module was designed using the ALVAR4 library. 
The application was developed for the Windows platform and deployed on a 
machine with AMD Phenom II X4 840 CPU, 4GB DDR3 memory and an 
ATI Radeon HD 5750 video card running Microsoft Windows 7 64-bit 
operating system. The application showing AR contents using the mentioned 
hardware was able to run smoothly with frame rates of about 30fps. 
 
 
5. Discussion and Future Work 
 
5.1   Informal User Observations 
 
The application was tested by academics from different areas in order to 
obtain informal feedback and observations about the proposed approach. We 
suggested a simple task that involved the creation of an augmented book for 
their desired book, adding contents with AR features. Like in every first 
contact with an AR application, users needed a brief introduction to this 
technology (e.g. what is AR, the need of a marker, etc.). The feedback 
obtained was very positive and users were pleasantly surprised by the natural 
way of adding contents to the book. In general, they did not experienced 
problems with the interface and the proposed marker approach around the 
book. Figure 5 shows examples of different augmented contents created by 
academic readers. 
The results of these informal observations are promising. Several suggestions 
were provided for special uses in different fields of endeavor, such as in a 
classroom environment as well as for exhibitions or demonstrations purposes. 
In general the users were not distracted with the marker location, however 
they had to be careful to not occlude the marker. All the users agreed that this 
technology would be very useful in their respective areas to motivate students 
with this enhanced reading experience. 

 
5.2   Drawbacks and Future Work 
 
Although promising feedback was obtained, this application still should be 
tested using a formal evaluation in order to obtain detailed results. The 
authoring tool provides several  

                                                           
3
 http://qt-project.org/ 

4 http://virtual.vtt.fi/virtual/proj2/multimedia/index.html 
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(a)                                                     (b) 

       
(c)                                                   (d) 

 
(e) 

Fig. 5. Examples of four augmented books created using the authoring tool: a 
book of Geology (a), Computer Graphics (b), Mathematics (c) and Visualization (d,e). 

 
digital contents and interactions for these contents. However, there are still 
other contents to be considered (e.g. videos) as well as other kind of 
interactions (e.g. multimodal interactions). From the informal conducted user 
observation, suggestions to incorporate additional contents like digital notes 
or some kind of handwrite notes were provided. 
Though the single marker or several markers approaches are effective, we 
plan to improve the existent AR features adding Markerless Registration and 
Tracking in order to obtain a more natural interface with the book. This kind 
of registration methods were considered in the design of the application but 
these are not implemented yet. 
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Finally we also plan to port our authoring tool to mobile devices. A 
mobile version could be used in different environments where it would be 
difficult to have a desktop computer to every reader (e.g. a library). 

 
 

6. Conclusion 
 
In this paper we presented a novel authoring tool for augmented books. The 
application allows readers to incorporate augmented contents to pre-existing 
printed books. The application has been used to create Augmented Books by 
academics of different areas. Informal user observation and interviews were 
con- ducted and the feedback obtained suggests that this technology is easy to 
use and opens up great possibilities to enrich the traditional reading. Users 
were able to create new digital contents for their desired books and 
experienced the facilities offered by the proposed authoring tool to 
complement the reading experience. We summarized future directions for 
this approach and we expect to use this technology in different environments 
such as libraries or classrooms. 
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Abstract. The incorporation of technology as tool in the learning 

process in undergraduate and post-graduate level has generated a 

multitude of factors to be considered, one of them, students´ 

interaction in Virtual Collaborative Workspaces (EVTC), where 

observing the student during the group learning process must also be 

mediated by technology. In this paper, we propose an adaptation of 

certain metrics used in SNA field (Social Network Analysis) as a 

professor’s tool to decide proper didactic intervention in order to 

achieve the course objectives. 

 

Keywords. Technology as a tool, learning process, virtual 

collaborative workspaces, adaptation of sociometric metrics, didactic 

intervention. 

1. Introduction 

The technological contributions in educational area always have been 

present. They have evolved from slate to computer. Nowadays what has 

changed is that there is a new "environment" in which educational process 

may take place: the web [Litwin, 2000]. There are several educative models: 

presential, semi-presential or distance. This models coexist and each one of 

them has its particularity. In all of them we find professors and students, but, 

as work environment for students has changed because of using web, this 

implies that there is a change in ways of student´s observing by professor, 

during the group learning process in virtual workspaces. Hence the need of 

new concepts which allow evaluate in virtual workspaces, the learning 

process of student who interacts with his group, focusing on levels of 

participation and membership. This paper proposes a metric based on the 

participants´ interaction in a virtual collaborative workspace (EVTC), having 

as reference framework the SNA (social network analysis). 

Within this context, the theoretical framework for observing groups is 

presented in detail, characteristics of the different roles and adaptation of 

sociometric techniques as a tool for observing interactions within group 
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(section 2); the problem is defined (section 3); a solution based on the 

adaptation of definitions of sociometric field and of social dynamics in 

virtual groups is proposed, and a method of calculation of the indicators 

defined in adaptation (section 4) ; the application of the proposed definitions 

and techniques are shown in a proof of concept (Section 5); and preliminary 

conclusions on this research line are summarized  (section 6) . 

2. Theoretical Framework 

In this section the theoretical framework that considers the interaction among 

participants in working groups is presented (section 2.1), the concept and 

characteristics of role in working groups (section 2.2) and sociometry as a 

tool of observing the roles (section 2. 3). 

2.1. Interaction in Virtual Workspaces (EVTC) 

An interpretation of the factors that make the interaction of participants in a 

EVTC, are the asynchronous processes among them, where the new web-

based learning environments and training web platforms allow greater 

exchange in time [Williams et al., 1999]. Hence one can distinguish the 

different skills and roles of the participants. Facing these new elements shifts 

the focus of teaching and how to get information from the need in an didactic 

intervention. 

The "visible" things,, where which is visible may have implications related to 

knowledge and the way to access to it. In word of Querrien [1979] "... this 

established order but not altered by the individual, by his sudden movements, 

his unreasoned natural needs ...if what is seen,  is readed, is observed; is the 

representation of what is done or what should be done; so that what should be 

done has been previously set, and can not therefore be modified in the future 

... .this identification of imposition order and visible order, at same time that 

thoughts and visible things also have enormous consequences in the 

innovation domain ... " 

In an EVTC, exchanges can be synchronous and asynchronous, but the 

degree of visibility of the participants is zero, hence the importance of 

observation and its characteristics. De Ketele [1980] defines that 

"...observing is a process that includes voluntary-attention and intelligence, 

guided by a target or an organizing goal, and is directed onto an object for 

obtaining information from him". Due to the particular circumstances of the 

environment, its degree of visibility is determined by the interaction / 

participation of members and the need to generate appropriate metrics. 

2.2. Concept "Role" in Working Groups 

Unlike traditional / formal education, which prescribes fixed roles to extreme 

of stereotyping them, this methodology proposes changeable roles (but not 
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symmetrical) for participants. The "informal" expression refers to a group of 

persons in which roles have not been previously agreed.  The system of 

relations is dynamic; is developed and modified over time, but it may be 

taken in mind that certain behaviors can be repeated, such as aggression, 

apathy, rejection among participants. Hence, the importance of being able to 

identify bonds among members, in order to review and make didactic 

interventions. This seeks for to avoid competition that generates aggression 

and impoverishes the quality of the achievements of the group. It should aim 

to roles that enable collaboration between participants and achieve different 

visions of common project [Pasel & Asborno, 1993]. 

2.3. Sociometry as Observing Tool for Roles 

Sociometry is the technique that investigates centralism index, 

communication channels and experiences within a human group, hence the 

degree of belonging to it and participation with their respective functions in 

the group. It was created by the psychiatrist Jacob Levy Moreno (American 

psychiatrist born in Bucharest, Romania, 1889-1974). Among the techniques 

developed in this discipline are the sociometric test and sociometric 

perception test, aimed at the systematic study of the psychological properties 

of people, putting into action an experimental technique based on quantitative 

methods. Among the applications in the educational field we can cite the 

work in early childhood education by Bastin [1966], at the primary level by 

Leibovich [1980], and at the secondary level by by Perez-Alvarez [1991]. 

The related process may be adapted to be applicable to obtain different 

measures of virtual interaction of a group within an asynchronous 

collaborative environment. [Charczuk et al.,, 2013] 

3. Identified Problem 

Sociometric techniques are used to find out who are the actors of the 

dynamics of a working group: leaders, marginalized, rejected, normal, and 

others. Is an open problem to determine these type of roles in groups that 

interact mediated by internet based technology, either students in a virtual 

classroom, or professionals in a virtual office. 

In virtual environments the socializing link occurs through interactions 

[Rodriguez and Garcia-Martinez, 2014]. Then, relationships all-parts and 

parts-all are determined by the flow of interactions, this is consistent with the 

fact that systems are constituted by actions among complex units formed turn 

by interactions [Morin, 1980]. 

In [Charczuk et al., 2013] has been proposed the goal of developing 

sociometric techniques for project development groups mediated by EVTC 

based on sociometric test techniques such as Bastin [1966] and Leibovich 

[1980]. 
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4. Proposed Solution 

This section presents definitions to be used for reformulation of sociometric 

techniques to diagnose of group dynamics in virtual collaborative workspaces 

(section 4.1), and the process for calculating the measures of 

diagnostic/membership in group dynamics (Section 4.2).. 

4.1. Definitions 

In this section we define and redefine sociometric concepts to enable their 

application in virtual collaborative workspaces: 

4.1.1.  Communication Density (DC) 

Is the number of messages sent per time unit by the member Si the member Sj 

4.1.2.  Interaction Matrix (M)  

It can be built the matrix M of working group interactions, where M (i,j) is 

the amount of messages sent / answered of the member Si to member Sj. 

4.1.3.  Communication Density Matrix Member-Group (MDCSG) 

It is built using the matrix M and contents in the position MDCSG(i,j) the 

density that member Si  has of each member of the group. 

4.1.4  Segmentation Step (ES) 

It is the value obtained dividing by 5  the subtraction of the higher value of 

Communication Density minus lower value of Communication Density (this 

generates five quintiles) 

4.1.5  Conversion of DC values to Indicators of Metrics  

It is the value obtained by assigning each DC value within the ranges 

generated by distribution in quintiles (see Table II). 

4.1.6. Communication Density Reference Matrix Interactions (MRDCI) 

It is built using the matrix MDC and contents in the position MRDCI(i,j) the 

resulting value from the conversion of communication density parameter 

related into the segmentation rank of each group member (see Table II). 

4.1.7. Auto- collaboration Index (IACi)   

It is the value representing the degree of collaboration that member Si has 

about himself in relation to the group. This index is calculated by the 

expression (where X represents the weighting value, n represents the relative 

frequency of value x, N represents the absolute frequency): 

 

 
 

4.1.8.  Hetero-collaboration Index (IHCi)  

t is an approximate value of the degree of collaboration that has the group 

with respect to member Si. This index is calculated by the expression (x, n, 

N; iden IACi): 
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4.1.9.  Collaborative Reality Index (IRCi) 

It is a value that represents the difference between the above indices and to 

determine the degree of collaboration member-group / group-member. This 

index is calculated by the expression: IRCi=10 x ( IACi – IHCi).  This value 

has the coefficient 10 which multiplies the difference between indices, 

because of that differences between values may be a value by rounding not 

significant enough. It is proposed that this index is interpreted according to 

the following decision rule: 

IRCi > 0  The member Si is over-estimated in relation to estimated by the 

group in the collaborative process. 

IRCi = 0  The valuation of the member Si is similar with the which one 

group has of him. 

IRCi < 0  The member Si is under-estimated in relation to estimated by the 

group in the collaborative process. 

4.1.10. Absolute Reality Index (IRCA) 

It is the absolute value of the Collaborative Reality Index of a member and a 

group obtained by accumulation of IRCA of members. The average value of 

the index of absolute reality (MIRCA) indicates the overall assessment of the 

group, if it is close to zero, it means that group is mature in collaborative 

issues. Otherwise, the more it moves away from zero, it means the non-

maturity of the grpup in collaborative tasks. The Absolute Reality Index is 

calculated by the following expression (where L is the number of subjects in 

the group): 

 

4.1.11. Degree of Colaboration Member-Group (GCSG) 

The GCSG of member W  allow observing which is the interaction behavior 

among member W and group. GCSG(Si,P) represents the amount of 

interaction with value P that has member W. The assessment of GCSG of the 

member W is given by the vector: 

 (Acceptori, Normali, Rejectorri) 

Where: 

 Acceptori = GCSG(Si,5) + GCSG(Si,4) 

 Normali = GCSG(Si,3) + GCSG(Si,2) 

 Rejectori = GCSG(Si,1) + GCSG(Si,0) 

The decision rules proposed in this paper are:  

 Si is Acceptori of Group IF 
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Acceptori >= Normali + Rejectorri 

 Si is Normali of Group IF  

Normali >= Acceptori + Rejectorri 

 Si es Rejectori of Group IF  

Rejectori >= Normali + Acceptori 

If the weighting find with the same value in two of the three components 

(Acceptor, Normal, Rejector), then the attributes of weighting will be shared. 

4.1.12.  Degree of Colaboration Group-Member (GCGS)  

The GCGS of Group related to a member W allows observing by pooling the 

amounts of interactions between other members of the group and Si which is 

group behaviour in interaction with the member Si. GCGS (Si,Q) denotes the 

amount of weights with Q value of the group with respect to member Si. The 

assessment of GCGS of the member Si is given by the vector: 

 (Importanti, Normali, Outcasti) 

Donde: 

Importanti = GCGS (Si,5) + GCGS (Si,4) 

Normali = GCGS (Si,3) + GCGS (Si,2) 

Outcasti = GCGS (Si,1) + GCGS (Si,0) 

The decision rules proposed in this paper are:  

Si is Important of Group IF 

Importanti >= Normali + Outcasti 

Si is Normal of Group IF 

Normali >= Importanti + Outcasti 

Si is Outcast of Group IF 

Outcasti >= Normali + Importanti 

If the weighting find with the same value in two of the three components 

(Important, Normal, Outcast), then the attributes of weighting will be shared. 

The "Important" role may correspond to a potential leader. 

4.1.13. Communication Channels  

They are the various ways in which all members of Group can communicate. 

It will be denoted with the letter K. Since the maximum number of possible 

communication channels is determined by the following expression (where L 

represents the number of subjects in the group): 

 

 

4.1.14. Percentage of Effective Channels of Communications 

This Value represents the percentage of cases relating to effective 

communication; it is proposed to interpret as effective communication to 
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cases in which the analyzed weight corresponds to the upper half of the 

matrix MRDCI. Fti(5,4,3) is the sum of the relative frequencies using weights 

with value 5, 4 and 3 in the lower triangular submatrix of interactions matrix, 

and Fts(5,4,3) is similar one using upper triangular submatrix of interactions 

matrix. From both submatrices a value is obtained, the lowest of them is 

selected by interpreting the worst case in the communication process, which 

divided by the maximum number of channels allows to obtain: 

 

 

4.1.15. Percentage of Communication Lack 

The lack of communication is determined by the amount values of zeros 

(using weighting matrix MRDCI there is no communication) divided by the 

possible communications in the interactions matrix. 

 

 

4.2 Proposed Method 

In this section we present the calculus method for predefined indicators as 

follows: 
Step 1: Identification of amount of sent / received messages and time-lapse records. 

Step 2: Construction of Interactions. Matrix M(i, j). 

Step 3: Construction of Communication Density Matrix MDC(i,j). 

Step 4: Calculus of Segmentation Step (ES). 

Step 5: Assigning DC values related to corresponding ranges of Segmentation Steps. 

Step 6: Reinterpretation of table MDC(i, j), assigning parameters to Table I and Table II  

Step 7: Construction of Matrix MRDCI(i,j) 

Step 8: Calculus of IACn+1, j and del IHCi,n+1 

Step 9: Calculus of Collaborative Reality Index (IRCi) for member Si.  

Step 10: Interpretation of resulting Collaborative Reality Index (IRCi) for each member Si. 

Step 11: Extended of Communication Density Reference Matrix Interactions Member-Group 
(SG) with the row Degree of Collaboration Member-Group (GCSG)  

Step 12: Interpretación of matrix MRDCI of Member-Group (SG) interactions. 

Step 13: Extended of Communication Density Reference Matrix Interactions Group-Member 
(GS) with the row Degree of Collaboration Group-Member (GCGS). 

Step 14: Calculus of: Communication Channels, Percentage of Effective Channels of 
Communications, and Percentage of Communication Lack 

Step 15: Interpretation of results of Channels Calculus 

Step 16: Calculus of DC value bias with respect to its mean value  

Step 17: Graphing DC bias and its mean value with respect to the communication links. 
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5. Case Study 

In this section we present a case study (section 5.1), the application of the 

proposed method (section 5.2), and the interpretation of obtained results 

(section 5.3). 

5.1. Case Study Description 

The case study is based on the e-mails among the four members of a student-

group. The group has to use the virtual workspace to manage the group work 

related to solve a problem of software development assigned by their 

professor. Proposed metrics were evaluated using e-mails among students of 

the group. 

5.2. Applying the Proposed Method   

In this section we present the results of each step of the proposed method: 

Step 1:  Identification of amount of sent / received messages and time-lapse 

records  

Step 2:  Construction of Interactions. Matrix M(i, j) 
 

 S1 S2 S3 S4 
S1  5 5 4 
S2 12  12 10 
S3 55 55  67 
S4 48 48 60  

 

Results 

Step 1: 

Amount of 
time: 22 days 

Results 

Step 2 
 S1 S2 S3 S4 

S1  0,23 0,23 0,18 
S2 0,55  0,55 0,45 
S3 2,50 2,50  3,05 
S4 2,18 2,18 2,73  

 

Step 3:  Construction of Communication Density Matrix MDC(i,j). 

ES= (3,045-0,182) / 5 

ES= 0,57272 

Step 4 and 5: Calculus of Segmentation Step (ES); Assigning DC values 

related to corresponding ranges of Segmentation Steps. 
 

 

a. 2,473 – 3,045 

b. 1,900 – 2,473 

c. 1,327 – 1,900 

d. 0,755 – 1,327 

e. 0,182 – 0,755 

Results Step 3 

Results Steps 4-5 

Member i Member j DC Order Nber 

S3 S4 3,045 1 

S4 S3 2,727 2 

S3 S2 2,500 3 

S3 S1 2,500 4 

S4 S1 2,182 5 

S4 S2 2,182 6 

S2 S1 0,545 7 

S2 S3 0,545 8 

S2 S4 0,455 9 

S1 S2 0,227 10 

S1 S3 0,227 11 

S1 S4 0,182 12 

Step 6:  Reinterpretation of table MDC(i, j) 

Step 7:  Construction of Matrix MRDCI(i,j) 



COMPUTER SCIENCE & TECHNOLOGY SERIES                                                                                95 

 

S1 S2 S3 S4 

A
m

ou
nt

 5
 

A
m

ou
nt

 4
 

A
m

ou
nt

 3
 

A
m

ou
nt

 2
 

A
m

ou
nt

 1
 

A
m

ou
nt

 0
 

A
cc

ep
to

r 

N
or

m
al

 

R
ej

ec
to

r 

IAC 

S1  1 1 1     3  0 0 3 1,00 

S2 1  1 1     3  0 0 3 1,00 

S3 5 5  5 3      3 0 0 5,00 

S4 4 4 5  1 2     3 0 0 4,33 

Amount 5 1 1 1 1           

Amount 4 1 1      Amount of 5,4,3 =  6  

Amount 3               

Amount 2               

Amount 1 1 1 2 2           

Amount 0               

Important. 2 2 1 1           

Normal               

Outcast 1 1 2 2           

IHC 3,33 3,33 2,33 2,33           

Amount of 5,4,3: 6               

Results Steps 6-7 

Step 8, 9 and 10: Calculus of IACn+1, j and del IHCi,n+1; Calculus of 

Collaborative Reality Index (IRCi) for member Si; Interpretation of 

resulting Collaborative Reality Index (IRCi) for each member Si. 

 

  IRC IAC IHC IRCA Int. IRC 

S1 -2,33 1,00 3,33 2,33 - 

S2 -2,33 1,00 3,33 2,33 - 

S3 2,67 5,00 2,33 2,67 + 

S4 2,00 4,33 2,33 2,00 + 
 

Results Steps 8-9-10 

 

 

Step 11, 12 y 13: Extended of Communication Density Reference Matrix 

Interactions Member-Group (SG) with the row Degree of 

Collaboration Member-Group (GCSG); Interpretation of matrix 

MRDCI of Member-Group (SG) interactions; Extended of 

Communication Density Reference Matrix Interactions Group-

Member (GS) with the row Degree of Collaboration Group-Member 

(GCGS). 

Results of Steps 11,12 y 13 are included in matrix MRDCI of steps 6 and 7. 

Step 14 and 15: Calculus of: Communication Channels, Percentage of 

Effective Channels of Communications, and Percentage of 

Communication Lack; Interpretation of results of Channels Calculus 

 

Amount of Communication Channels  6 

Percentage of Effective Channels of Communications 100 

Percentage of Communication Lack 0 
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Step 16 and 17: Calculus of DC value bias with respect to its mean value; 

Graphing DC bias and its mean value with respect to the 

communication links. 

 
 

DC Mean Value Bias 

3,045 1,44318 1,602 

2,727 1,44318 1,284 

2,500 1,44318 1,057 

2,500 1,44318 1,057 

2,182 1,44318 0,739 

2,182 1,44318 0,739 

0,545 1,44318 -0,898 

0,545 1,44318 -0,898 

0,455 1,44318 -0,989 

0,227 1,44318 -1,216 

0,227 1,44318 -1,216 

0,182 1,44318 -1,261 

Results of Step 16 

 

Results of Step 17 

5.3. Interpretation of Results  

The interpretation of resulting Collaborative Reality Index (IRCi) for ech 

member Si, is denoted by "+" when member Si overestimates himself in 

relation with the group estimation. It is denoted by "-" when member Si 

underestimates himself in relation with the group estimation. It is denoted by 

"0" when member Si estimates himself in the same way as do group. This 

value represents the lack of communication among participants, and is used 

to calculate the percentage of Communication Lack (section 4.1.15). The 

interpretation of the results Member-Group (Matrix MRDCI) is based on the 

conventions specified in definitions 4.1.11 and 4.1.12.  

From the results it follows that in the polarized group behavior are 

noticeable: S1 and S2 = Rejecters; S3 and S4 = acceptors; S1 and S2 = 

Important; and S3 and S4 = Outcast. 

6. Conclusions  

Our work aims to develop analytical tools that bring out the underlying 

structure of the group interaction mediated by a virtual workspace, allowing 

hypotheses with quantitative basis on likes and dislikes of individuals to each 

other and in relation to collaborative task [Cirigliano & Villaverde, 1966]. 

Preliminary results obtained in the experimental virtual workspace, show 

binding elements with distance education, where participants have 

synchronous and asynchronous communications are observed. In the future, 

it is expected: [a] do a systematic validation of indicators in a large sample 
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group in virtual collaborative work spaces; and [b] explore ways of tailoring 

Sociometric other indicators. 

The human component involved in the interaction mediated by virtual 

workspaces, generates effects on individual learning, raising the need for 

tools to assist the diagnosis for the necessary intervention of teachers in the 

educational processes in use of virtual workspaces dedicated to education. 
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Abstract. Time of Flight (TOF) cameras generate two simultaneous 

images, one for intensity and one for range. This allows tackling 

segmentation problems where the information pertaining to intensity 

or range alone is not enough to extract objects of interest from a 3D 

scene. In this paper, we present a spectral segmentation method that 

combines information from both images. By modifying the affinity 

matrix of each of the images based on the other, the segmentation of 

objects in the scene is improved. The proposed method exploits two 

mechanisms, one for reducing the computational demand when 

calculating the eigenvectors for each matrix, and another for 

improving segmentation performance. The experimental results 

obtained with two sets of real images are presented and used to assess 

the proposed method. 

Keywords: Segmentation, Range Images, Time of Flight Cameras, 

Spectral Clustering 

1. Introduction 

Segmentation is generally the first stage in an image analysis system, and it is 

one of its most critical tasks because it affects subsequent stages [5][21]. 

Computer vision algorithms, in particular segmentation ones, that have been 

successfully used in industrial environments, with controlled colors and 

lighting, do not obtain similar results in different contexts. An alternative to 

tackle problems in which outline conditions are not suitable for adequate 

segmentation would be to add depth information, i.e., the distance at which 

the objects forming the scene are located in relation to the capture device 

[13][12]. In this context, image segmentation consists in using algorithms 

that use both sources of information rather than just intensity levels [3][9]. 

With this perspective, the segmentation problem can be presented as the 

search for effective shapes that will allow correctly partitioning a set of 

samples with intensity and distance information. In particular, for this work 

we used a TOF camera, the MESA SR 4000 [6], that allows obtaining range 

and intensity images simultaneously. The SR 4000 is an active camera that 

mailto:LNCS@Springer.com
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uses its own lighting source through a matrix of infrared, amplitude-

modulated light emitting diodes. Camera sensors detect the light that is 

reflected on the illuminated objects and the camera generates two images. 

The intensity image is proportional to the amplitude of the reflected wave, 

and the range or distance image is generated from the phase difference 

between the emitted wave and the wave reflected on each element in the 

image [2]. The main advantages versus other 3D measurement techniques is 

the possibility of obtaining images at speeds that are compatible with real-

time applications, as well as the possibility of obtaining clouds of 3D points 

from a single point of view [10][7]. Due to the computational complexity 

required for spectral clustering algorithms, methods facilitating the 

calculation of the eigenvectors of the affinity matrix have been proposed 

recently [11][1][8]. The clustering techniques that have been used allow 

improving, from multiple data representations, the clustering process 

[15][14][4]. The method proposed exploits two mechanisms, one for 

reducing the computational demand when calculating the eigenvectors for 

each matrix, and another for improving segmentation performance. The 

improvement in the computational demand is achieved by approximating the 

eigenvectors of the affinity matrix obtained from each of the images. 

Segmentation is improved, with respect to the use of a single image, by 

means of an iteration mechanism that allows obtaining the optimal 

eigenvector space to carry out the segmentation. The method proposed is 

assessed by means of two datasets of real images, one obtained with a TOF 

camera, and another one provided by the Laboratory of Multimedia 

Technology and Telecommunications of the University of Padua [20]. 

This article is organized as follows: in Section 2, a review of the main 

concepts used for the method proposed is presented. The method itself is 

described in Section 3. In Section 4, experimental results are detailed. 

Finally, the conclusions are discussed in Section 5. 

 

 

2. Spectral clustering 
 

Given a set of patterns , and a similarity function  

, an affinity matrix  can be built so that 

. Spectral clustering algorithms obtain a representation of 

the data in a lower dimension space by solving the following optimization 

problem: 

 

 

 

(1) 

 

 

where  is the Laplacian matrix of  in accordance to [17] 

and  is a diagonal matrix with the sum of the rows in  on its main 

diagonal. After  is obtained, its rows are considered as the new coordinates 
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for the patterns. With this new representation, traditional clustering 

algorithms are easier to apply [19].  

Image segmentation spectral methods are based on the eigenvectors and 

eigenvalues of a N x N matrix derived from the affinities among pixels.  It 

should be noted that one of the main limitations of this type of algorithms is 

the amount of memory required due to the fact that the dimensions of   

exhibit quadratic growth with respect to the number of elements in the image. 

A possible approach to deal with this problem is using a sparse matrix that 

codes the local information from each pixel. In this representation, each 

element is connected only to some of its closest neighbors, and all other 

connections are assumed to be zero [19] [16].  Alternatively, the affinities of 

a small set of pixels can be calculated and the remaining affinities, 

approximated [11] [1].  

2.1   Approximate Calculation of Eigenvectors 

One of the initial proposals to define spectral clustering relates the weights 

matrix  to a graph incidence matrix and to the clustering problem as a 

graph partitioning problem [19]. From this perspective, each of the  

patterns is considered as the vertex of a weighted, non-directed graph 

 and the element  is the weight of the edge that connect 

vertex i with vertex j. Be  the similarity graph derived from a set 

of patterns ,   a subset of sampled vertexes and 

, the remaining, non-sampled vertexes.  is the graph that 

results from connecting the vertexes of  to each other, and  is the graph 

that results from connecting the vertexes of  to the vertexes of . Be  

the adjacency matrix of  and  the Laplacian matrix of . Be  and 

 the corresponding matrixes of . We can then formulate the adjacency 

matrix of , which we will call , and the Laplacian matrix of , which we 

will call , as follows: 

 

              
 

Considering the diagonalization of , using Nystrom's extension 

[11]: 

 

as approximate eigenvectors of , an approximation 

of , called , can be obtained by calculating only  and : 
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To obtain the eigenvectors for , i.e. the approximate 

Laplacian matrix generated from  the proposed technique can be used, 

which only requires calculating  and : 

 

 

where 
 
and  represent the sum of the rows in 

,  represents the sum of the columns in  y  represents the sum of the 

rows in . If  is defined positive, the approximate orthogonal 

eigenvectors can be found in a single step. Be  

and its diagonalization ,   Fowkles et al [11] showed that if a 

matrix  if defined as: 

 

 is diagonalized by  and by  and  

2.2  Co-regularization 

When the dataset has more than one representation, these representations are 

referred to as "views". In the context of spectral clustering, co-regularization 

techniques help support similarities in the examples in the new representation 

generated from the eigenvectors of each of the views. Let 

be the examples for view y  the Laplacian 

matrix created from  for view . We define  as the matrix formed by 

the first k eigenvectors corresponding to matrix  accordance with (1). 

In [14] a criterion to measure the dissimilarity degree between two 

representations was proposed: 

 

 
 

Where  is the similarity matrix generated from the patterns in the new 

representation  and  is Frobenius norm. If the inner product 

between the vectors is used as a similarity measure, we obtain 

               

 

(2) 

              

 

 

(3) 
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. Ignoring additive and escalation constants, the previous 

equation can be formulated as follows: 

 

 
 

The goal is minimizing the level of disagreement among the representations 

obtained from each view. Therefore, the following optimization problem is 

obtained that combines the individual objectives of spectral clustering and the 

objective that determines the disagreement among representations: 

 

     (4) 

 

 

 

 

The parameter  balances the objective of spectral clustering and the 

disagreement among representations.  The joint optimization problem can be 

solved by using alternating maximization with respect  and . For a 

given  the following optimization problem is obtained for : 

 

 

 

(5) 

 

 

Which results in a traditional clustering algorithm with the modified 

Laplacian matrix  

3. Method Proposed 

 Let  be an amplitude image and be  a dimension range image , both 

for the same scene. 

 

1. From  and , the approximate Laplacian matrixes  and  are 

obtained, as described in (2).  

2. Let  be the approximate eigenvectors for  calculated in 

accordance with (3). 

3. , the eigenvectors of the modified Laplacian matrix 

 (5) are obtained using method (2). 
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4. , the eigenvectors of the modified Laplacian matrix 

(5) are obtained using method (2). 

5.  
6. A clustering algorithm is applied to . 

7. The criterion proposed in [8] is used to assess segmentation algorithm 

performance. If performance improves, then go to 3; if not, end. 

4. Experimental Results 

The performance of the segmentation algorithm proposed was assessed over 

50 captured images using the MESA SwissRanger SR4000 time-of-flight 

camera [6] and the entire dataset provided by the Laboratory of Multimedia 

Technology and Telecommunications of the University of Padua [20].  

 

 

    
(a) (b) (c) (d) 

Figure 1. Segmentation applied to an image captured with the SwissRanger SR4000 

time-of-flight camera. (a) Amplitude image of a real scene. (b) [11] method applied to 

the amplitude image. H=0.24 (c) [11] method applied to the range image. H=0.18 (d) 

Proposed method . H=0.29. 

 

The MESA SwissRanger SR4000 time-of-flight camera provides two images: 

an amplitude image and a range image, both with 144 x 176 pixels. The 

dataset [20] contains images captured with a time-of-flight camera and a 

traditional RGB camera. The performance of the segmentation algorithm was 

assessed using the criterion proposed in [8] and [18], which we called H. 

The similarity function used in every case takes into account the spatial 

distribution of pixels in the image and the difference between their values: 

 

 
 

where  is the spatial location of pixel ,  is the value of the i-th pixel in 

the image,  of the pixels in set  

and  of the pixels in set . Figure 1 shows the 

experimental results of the method proposed applied to an image obtained with 

the MESA SwissRanger SR4000 time-of-flight camera. The amplitude image of 

the captured scene 1(a) presents 3 objects over a black background, all at the 

same distance.  One of the objects has an intensity level that is similar to that of 
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the background, which makes segmentation difficult. Since all objects at the front 

of the image are at the same distance, their range values will be similar. Figures 

1(b) and 1(c) show the result of applying method [11] to the amplitude image and 

the range image, respectively. Figure 1(d) shows the result of applying the 

proposed method at the optimal operation point. The method correctly combines 

the information from both noisy images to segment the objects found in the 

scene. Figure 3(a) shows the performance assessed for each iteration of the 

algorithm. Figure 2 shows the result of applying the proposed algorithm to a 

scene in the dataset provided by the University of Padua. Figure 2(a) shows the 

amplitude image for the scene. Figures 2(b) and 2(c) show the result of applying 

algorithm [11] to the amplitude and range images. Separately, both images do not 

provide the necessary information to extract all objects in the scene.  

  

    

(a) (b) (c) (d) 

Figure 2. Segmentation of an image of the dataset provided by the University of 

Padua. (a) Amplitude image of a real scene (b) H=0.11 (c) H=0.13 (d) Proposed 

method using . H=0.18. 

The proposed method, through co-regularization, is successful in extracting 

the useful information from both images, maximizing segmentation 

performance, as Figure 2(d) shows. The performance assessed in each 

iteration of the algorithm is shown in Figure 3(b). 

 

  
(a) (b) 

Figure 3. Performance in relation to the number of iterations 
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5. Conclusions 

In this article, we presented a clustering method for segmenting images 

captured by TOF cameras. The preliminary results obtained both on intensity 

and range images are satisfactory. The algorithm correctly combines the 

information provided by both images, even in the presence of noise, by using 

co-regularization techniques. The performance obtained was better when 

using semi-supervised learning instead of using concatenated characteristics 

in all tested cases. 

In a future stage, we plan adding color information to the segmentation 

algorithm. Also, we will consider the convenience of using an alternative 

disparity measure. 
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Abstract. Animal identification has become a topic of increasing 

worldwide importance as this method is desirable for genetic and 

performance monitoring and other applications such as animal health 

and food safety. In particular, bovine identification aims to avoid the 

problems caused by the intentional or unintentional contamination of 

food. This paper proposes a complete biometric iris identification 

method for bovines, based on images that could be taken with a 

regular camera in a farm. The iris region of the bovine eye is 

segmented and analyzed to recognize the animal. Experimental results 

show the effectiveness of the method.  

1. Introduction 

Animal Identification has become a very important topic nowadays. This stems 

from the fact that animals suffering from diseases might result in contaminated 

food, which in turn, could affect human beings. Performance animals, such as 

horses and dogs, need also be controlled as they are constantly involved in 

business negotiations where fraud and deception might take place. In addition, 

vulnerable, endangered and critically endangered animal species can be protected 

if they are identified and controlled. Another important field of application for 

Animal Identification is Zoos. These facilities identify each animal, create 

detailed histories and record all health, legal and behavioural information. 

In recent years Bovine Identification has become a topic of intense worldwide 

interest in the aftermath of terrorist incidents, outbreaks of bovine spongiform 

encephalitis (BSE) and, more recently, reports of E. coli contamination in beef 

[4]. In fact, food could be intentionally contaminated as a terrorist act. The most 

efficient and effective way of countering all emergencies including food 

terrorism, is through sensible precautions coupled with strong surveillance. 

Bovine Identification is a means to implement the mentioned surveillance and 

there are a number of benefits that come with it such as routine animal health 

management, animal disease control programmes, enhanced breeding 

programmes and ensuring market access. 
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Bovine Identification is based on different methods such as ear, neck and brisket 

tags, tattoos, hot and cold branding and ear notches. Some of these methods are 

susceptible to loss, theft and tampering, while others might be subject to 

illegibility and mutilation concerns. Bovines can also be identified using DNA 

fingerprinting. However, three major drawbacks are present in this method: it is 

expensive, slow and can be defeated by cloning. Lastly, electronic devices can be 

used to achieve Bovine Identification. These can be attached to all the 

aforementioned tags. In that case, they fall under the category of External 

Electronic Identification Devices (External EIDs) and the same disadvantages 

can be attributed. Internal EIDs refer to injectable and ingestible devices. Both 

methods share two important drawbacks: they are invasive and their recovery 

during slaughter is very complex and may result in wounding the animal. All 

mentioned techniques have important disadvantages and therefore, a non-

invasive, precise and accurate method is needed for animal identification. 

Biometric Iris Recognition in bovines is an alternative to the aforementioned 

methods which is based on the iris’ random patterns and other particular 

attributes that have been shown capable of generating highly unique identification 

codes. This method is precise and hard to deceive. In addition, it is fast and 

inexpensive when compared to the previously mentioned identification 

techniques. More importantly, it is non-invasive and therefore, the animals’ 

physical integrity is ensured. 

Given the presented analysis, a Bovine Biometric Iris Identification and 

Recognition system based on Image Processing is proposed. 

2. Previous Work 

A number of contributions related to this field of application have been presented 

in recent years. In 2009, Zhang et al. [12] proposed an iris localization algorithm 

that is based on geometrical features of cow eyes. In this contribution, the iris is 

approximated by using a Sobel edge detection operator and the coordinates of 

boundary points are determined with quadratic B-spline interpolation curves. 

Next, two circles are created which do not exactly delimit the pupil and iris of the 

cow but instead isolate part of the eye’s iris. This work proposes a localization 

algorithm but does not solve the segmentation and recognition problems in 

bovines. In the same year, Zhao et al. [13] proposed a recognition method which 

uses a iris localization scheme almost identical to the one described above. In this 

contribution, however, a feature extraction algorithm is created using 2D Gabor 

filters and a matching test is implemented using Boolean XORs. In December 

2009, Sun et al. [10] presented an iris recognition method which first detects the 

iris inner and outer borders using the Snake model introduced by Chan and Vese 

[5] and store the resulting ring belt. Then, 2D Gabor wavelets are employed to 

describe the isolated iris data and Boolean Exclusive-ORs are used for 

recognition purposes. In 2012, Sun and Zhao [9] proposed a method for 

segmenting the iris using a global and local region-based active contour model. 

Firstly, the iris and pupil contours are found using and active contours model. 

Secondly, a pair of concentric ellipses is used to approach these contours and then 
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the iris is regularized into an elliptic ring. Next, part of the elliptic ring is reshaped 

into a rectangle with polar coordinate transformation. In 2013, a recognition 

scheme based on Scale Invariant Feature Transform (SIFT) and bag of features 

was presented by Sun et al. [8]. Once the pupil is localized using region-based 

active contours, SIFT algorithm is employed to detect key-points in the iris image 

and to generate a descriptor. Next, a feature vocabulary is constructed and a 

histogram representation is generated for each image. Then, histogram distance is 

used for the matching test. All the previously mentioned contributions consider 

the images stored in the SEU database. On these images, the iris covers most of 

each image and is well defined. Furthermore, access to this database is limited 

and the circumstances under which these photos were taken are not disclosed. In 

2014, Lu et al. [6] proposed a new cow identification method. Once the captured 

images are properly selected, the pupil and iris boundaries are fitted respectively 

as two ellipses based on the edge images during segmentation. Then, the 

segmented cow iris is normalized using a geometric method. Finally, 2D complex 

wavelet transform (2D-CWT) is used to extract local and global characteristics of 

the cow iris and the phase of the filtered cow iris is encoded as features.  

This work proposes a system which will be referred to as Bovine Identification 

System, or BIS. Given images of bovines’ eyes, the BIS offers some wanted 

features, namely: (i) the iris region on the input images does not need to be 

centered; (ii) the iris region does not need to cover most of the image; (iii) the 

input images can be captured using a regular visible-light camera on a farm; (iv) 

iris and pupil segmentation is achieved on images without previous enhancement.  

3. Bovine Eye Description 

The eye of the bovine consists of several distinctive components. This paper, 

only focuses on three: sclera, iris and pupil (Fig. ¡Error! No se encuentra el 

origen de la referencia.). Like other ungulates, bovines have pupils that 

resemble a transverse ellipse. The pupil is defined as a light receptive 

opening which allows light to enter the eye and fall on the retina. As 

indicated by Budras et al. [3], when the pupil dilates, it becomes rounder, 

resembling a circle. The black projections (granula iridica) on the upper and 

lower margins of the pupil are vascular appendages covered by pigmented 

epithelium from the back of the iris. The iris is an asymmetrical structure in 

the eye that may be irregularly pigmented. The bovine iris is dark because of 

the heavy pigmentation of the posterior epithelium (pars iridica retinae). 

This structure is characterized by texture information, including pigment and 

structural related features, as well as several features relating to the function 

of controlling the size of the pupil that are visible from the exterior of the 

eye. It has random patterns of striations, ciliary processes, crypts, rings, 

furrows and other features which had been shown capable of generating 

highly unique iris images for identification purposes [7]. The last element to 

be considered is the sclera. This is part of the fibrous tonic which encloses 

part of the bulb in its dense white connective tissue and the transparent 

cornea. 
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Fig. 1. Bovine Eye Description. 

4. Bovine Identification System (BIS) 

This paper proposes a biometric identification and recognition system for bovines 

based on iris features obtained from images. It works in two different modes: 

Training Mode and Test Mode. In Training Mode, the system needs to be filled 

with images from every animal to be identified. These images constitute the 

Training Set, and will be stored in a database. For each bovine, the system will 

generate and store a unique ID code. Therefore, once these images are uploaded, 

every animal will be registered with its associated ID. In Test Mode, new images 

from any animal can be entered into the system. These images constitute the Test 

Set. Every new image will then be analyzed and processed. Once the processing 

is completed, the BIS will provide one of two output results: (i) a Unique ID code 

corresponding to the identified bovine; (ii) an error code indicating that the 

animal was not found in the system. 

4.1   Challenges  

It is essential for any biometric recognition method to identify the regions of interest 

(ROIs) that are going to be analyzed. This implies that the system needs to be 

capable of determining if a given identified component is useful or not. Several iris 

segmentation methods in human beings have shown their effectiveness. However, 

these methods cannot be applied on bovines due to the differences in the anatomy 

of the eye. Human iris segmentation methods rely on the fact that human iris and 

pupil borders are round and can be considered as two concentric circles. 

Conversely, bovine iris and pupil borders are highly asymmetrical and eccentric, 

and therefore, such assumption cannot be made. 

Identifying the ROIs of the bovine eye becomes a complex task due to the presence 

of hair on the input images as its colour is sometimes similar to the colour of the 

pupil or the colour of the iris. Besides that, the eyelashes might cover part of the eye 

ball thus hiding the iris’ inner and/or outer borders and also hiding sensitive 

information useful for description purposes. 
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In addition to finding the ROIs, the system must be capable of representing and 

describing the iris data in order to identify each bovine. The description will be 

based on the information residing in the region of interest. The representation will 

in turn be based on each description. 

At last, a method for comparing bovines must be designed. The system must be 

able to compare each animal’s representation in order to return a result depending 

on whether the animal was identified and recognized or not. 

4.2   BIS’ Pipeline  

Next, the different stages of the Bovine Identification System’s pipeline are detailed 

(Fig.¡Error! No se encuentra el origen de la referencia.). 

 

 
 

Fig. 2. The BIS’ pipeline. 

Image Acquisition. For practical purposes, input images for the BIS consist of 

photos obtained using a regular visible light camera. Because of the non-

cooperative behavior of bovines, these images can be taken from a cautious 

position. In addition, the iris region does not need to cover most of the image, and 

therefore, the number of non-suitable images in which the iris is not entirely seen is 

reduced. 

Input images for the BIS could either be used in Training Mode, adding new iris 

data to the database, or in Test Mode, testing against stored data to determine if the 

iris description is already in the database in order to identify the bovine. 

 

Image Filtering and Segmentation. Image filtering and segmentation of the 

region of interest (ROI) works in the same way in both system modes (Fig.¡Error! 
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No se encuentra el origen de la referencia.). Initially, three matrices are created 
based on the input image. These are referred to as the Red Matrix, the Green 
Matrix and the Blue Matrix and store the information residing in the red, green 
and blue channels of the image respectively.  
The first goal is to find the iris’ outer border which separates the iris from the 
sclera. This border is highlighted by calculating the difference between the 
Blue matrix and the Green matrix. The resulting image is then filtered using an 
adaptive threshold with a specific threshold value based on the size of the 
image. In addition, a morphological opening operation is applied by eroding 
and dilating the image. Next, a search is conducted to look for all contours with 
a length bigger than a Minimum Length Value using the algorithm presented 
by Suzuki and Abe in 1985 [11]. The goal here is to ignore all small contours 
found due to the presence of hair. Then, for each found contour, an ellipse 
based on that contour is generated. Every contour is then compared with its 
associated ellipse and a Match Value is calculated. The goal is to disregard all 
contours which are not ellipsoidal. This choice is based on the bovine eye 
anatomy. Consequently, only contours with a Match Value lower than a 
Maximum Acceptable Mismatch Value are considered. To find the iris, we 
look for the largest contour. This is the contour for the iris’ outer border. 
Once the iris has been found, the system starts looking for the iris’ inner border 
which divides the iris from the pupil. First, the difference between the Blue 
Matrix and the Red Matrix is calculated to darken the iris while barely affecting 
the pupil. This follows from the fact that the iris and the pupil of a bovine are 
mostly blue but there is more red information on the iris than on the pupil. As a 
result, these regions become more distinct and the border that divides them is 
highlighted. Moving forward, the new image is filtered using an adaptive 
threshold with a specific threshold value. The image is then eroded and dilated. 
Since the iris outer border has already been found, a search is conducted to look 
for all contours inside it. Lastly, we look for the contour closer to the iris’ 
centroid that also encloses the iris’ centroid. This is the contour for the iris’ 
inner border. 
Once the iris’ inner and outer borders are obtained, a mask is generated in such 
a way that the only information available after applying this mask corresponds 
to the set of pixel data representing an upper region of interest (uROI) of the 
iris region above the pupil region, and a lower region of interest (lROI) of the 
iris region below the pupil region (Fig. ¡Error! No se encuentra el origen de 
la referencia.). This selection is based on the bovine eye characteristics given 
that, from an anatomical point of view, these regions contain the most 
representative information of the iris [7]. 

 

Iris Representation and Description. This stage is based on the SURF 

(Speeded Up Robust Features) [2] algorithm for feature detection. In both system 

modes, the original image is converted to gray-scale and its histogram is 

equalized. Next, both the mask generated in the previous stage and the processed 

image are provided to the SURF key-point detector. As a result, a set of key-

points is obtained which correspond to the iris region of the treated image. 

Subsequently, a descriptor for each key-point is generated by the SURF 

descriptor extractor. The generated descriptors are stored in per-image matrices 
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which represent the characteristic features of each iris. Then, in Training Mode, a 

set of clusters is created based on all descriptors for all training images. This is 

accomplished by using the K-Means Clustering method 

 

 
 

Fig. 3. Image Filtering and Segmentation algorithm. 
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Fig. 4. Upper ROI (uROI) and lower ROI (lROI). 

 

which ultimately calculates the centroid for each generated cluster. The 

algorithm is initialized using the K-Means++ method [1]. These centroids 

will be used to classify both training and test images. Moving forward, in 

both Training and Test modes, the following operations are carried out: 

1. All descriptors for the image are classified using the aforementioned 
centroids and the K-Nearest algorithm. 

2. Once all descriptors are classified into clusters, the ratio of features 
per cluster is obtained for each cluster. 

3. These obtained proportions are then used to create a matrix of (1 x 
No. of Clusters) elements which will be used as the classification 
histogram for the iris. 

Subject Enrolment. In Training Mode, once the classification histogram is 

calculated, it is stored in the database. A unique ID code is associated with 

the histogram representing the code that identifies the bovine in the database. 

 

Subject Recognition. In Test Mode, once the classification histogram is 

calculated, it is compared with each classification histogram for training 

images that was stored in the Subject Enrolment stage. This is carried out by 

obtaining the quadratic-chi distance between the stored histogram and the test 

histogram. If none of the previous calculated distances is smaller than a 

Maximum Acceptable Distance value, the BIS returns an error code. 

Otherwise, the stored histogram with the minimum quadratic-chi distance to 

the test histogram is considered to belong to an iris image from the same 

animal as the one from the test image. 

 

Communication of Results. In the last stage of the pipeline, the system 

communicates the obtained results. In Training Mode, it returns the unique 

ID code generated for the bovine. In Test Mode, it either returns the ID code 

associated to the histogram selected in the Subject Recognition stage, or a 

proper error code. 
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4.3   Implementation  

The identification system was implemented in the C++ programming 

language, using the Visual Studio development environment. For image 

processing operations, the OpenCV 2.4.6 open source library was used. 

 

 

5. Experimental Results 

 
The proposed methodology was applied to an image database consisting of 

48 eye images from 8 different Aberdeen Angus breed bovines. The Training 

Set was integrated by 16 images, while the remaining 32 images represented 

the Test Set. Images were obtained on a farm, using a Canon PowerShot 

SX40 HS camera. These images were captured in the evening in order to 

avoid sunlight reflections on the animal’s eyes which could hide useful 

information. The target was illuminated using a visible light LED flashlight 

source positioned approximately two meters away from the eye and pointed 

directly into the pupil of the subject so that the facula lies on the animal’s 

pupil, and therefore, no useful information stored in the iris is lost. Examples 

of obtained images can be observed in Fig. ¡Error! No se encuentra el 

origen de la referencia.. 

 

 

 
 

Fig. 5. Samples from BIS database. 

 

 

Segmentation and Recognition Results. The algorithm properly created the 

region of interest (ROI) mask of the iris for each image on the entire Training 

Set. When processing test images, the segmentation was successful in 28 

images out of 32, making 44 correctly segmented images from a total of 48. 

Thus, an accuracy of 91.67% was achieved. Only properly segmented images 

were considered in the Recognition experiments. Then, the classification 

histograms for the 44 properly segmented images were calculated. Each 

histogram for test images was compared with each histogram for training 

images, successfully recognizing the animal in 24 images from the total of 

28, with an accuracy of 85.71%. 
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6. Conclusions and Future Work 
 

In this paper, a bovine iris recognition system is proposed. The iris inner and 

outer borders are segmented using different filtering techniques and 

conducting a search looking for relevant contours. SURF is used for 

description while K-Means Clustering and K-Nearest Neighbours are used 

for classification. Finally, a precise comparison method is employed to 

recognize and identify each animal. Existing recognition methods achieve 

greater accuracy [6, 8, 9, 12]. However, the proposed approach is proven to 

be effective, as shown in Section 5, considering that images are taken with a 

regular camera, farther from the animal’s eye, in the field and without any 

previous enhancement. Furthermore, it deals with the problem of iris 

segmentation when the iris does not cover the most of the image. Since the 

results are based on a limited number of photos, these experiments will be 

conducted on a database containing a larger number of bovine iris images. 
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Abstract. Software Metrics have being used since the 70s, their 

purpose is to measure different software attributes, such as complexity 

and maintainability, to name a few. Software Metrics help 

programmers obtain valuable information about programs. That 

information is essential when working with legacy systems. Scientists 

have been producing Fortran programs for the last six decades, and 

some of those programs became legacy years ago. We have 

implemented a set of well known software metrics for Fortran into a 

widely used IDE (Integrated Development Environment) by means of 

AST (Abstract Syntax Tree). This integration allows developers to 

obtain software metrics from their source code while they are 

programming.  

Keywords: Fortran Legacy Systems, Software Metrics, Integrated 

Development Environments. 

1. Introduction 

Software attributes measurement and software process improvement has been 

a research topic for many years. Improving software processes that can be 

tracked down [34, 23] while measuring software attributes has been deeply 

treated since the 70s [22, 17, 24]. In this paper, we will focus in software 

metrics: “A function whose inputs are software data and whose output is a 

single numerical value that can be interpreted as the degree to which software 

possesses a given attribute that affects its quality” [18]. Most of the relevant 

studies focusing on software metrics initially concentrated on Fortran 

Programming Language [6, 22, 24], among others. Fortran is one of the most 

long lived programming languages [2] which has been widely used by 

scientists to produce large amounts of source code ever since it came into 

existence, it has become as the “de facto” scientific programming language 

[26, 3, 21, 28, 29]. Throughout its long lived existence it has experimented a 

particular evolutionary process since it was the first programming language 

to be standardized [2]. Fortran has passed through 10 different versions: 
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FORTRAN i, FORTRAN ii, FORTRAN iii, FORTRAN iv, FORTRAN 66, FORTRAN 77, 

Fortran 90, Fortran 95, Fortran 2003, and Fortran 2008. Six of those versions 

resulted in standards [19, 13, 20]. The Fortran standard has passed through 

several revision processes during the last decades (1966, 1978, 1991, 1997, 

2004, 2010). As a matter of fact, Fortran is considered to have passed through 

a “seven ages” evolutionary process [27]. 

Fortran evolution has also been described as a pragmatic process, given the 

fact that updated versions of Fortran are fully backward compatible with 

older versions of the language. Updated versions have kept full compatibility 

even with obsolescent features already deleted from the language standard, 

with minor exceptions: “Unlike Fortran 90, Fortran 95 was not a superset; it 

deleted a small number of so-called obsolescent features. This 

incompatibility is more theoretical than real however, as all existing Fortran 

95 compilers include the deleted features as extensions" [7]. Annex B of the 

Fortran 2008 Standard (ISO/IEC 2008) enumerates the obsolescent features 

of the language that have not been deleted, some of which may be found in 

the Fortran 66 and Fortran 77 specification. Fortran 2008 was released in 

2010, and it is the current revision of the Fortran standard. 

Taking into account the Fortran evolution described above, it seems to be 

paradoxical that there are a few tools implementing software metrics for 

Fortran [38, 37]. Furthermore, most of them (if not all) have closed source 

and commercial/paid licenses. In addition, there are no modern IDEs 

including metrics for the Fortran language. In this article we will contribute 

with an implementation for Fortran of some of the most widely used software 

metrics, and we will integrate them in Photran, “a Fortran IDE and 

Refactoring tool based on Eclipse” [36].  

2. Software Metrics 

As defined in [18], a software metric is “A function whose inputs are 

software data and whose output is a single numerical value that can be 

interpreted as the degree to which software possesses a given attribute that 

affects its quality”. We will focus on a set of well known software metrics 

that have been used for the last 30 years by programmers and software 

scientists. All of them will be implemented to be used on Fortran programs. 

2.1 Cyclomatic Complexity 

In 1977, the “cyclomatic number V(G) of a graph G with v vertices, e edges, 

and connected components is V(G)=e−n+p ” is introduced [24]. The proposal 

is to “measure and control the number of paths through a program”, and it 

was called Cyclomatic Complexity (CC). In other words, the CC measures 

“the amount of decision logic in a source code function” [33]. Also, there was 

a tool to obtain the CC on PDP-10 Fortran programs [24]. One remarkable 

aspect about the CC is the possibility to determine a number or a threshold to 

characterize programs such as that suggested CC upper bound per routine: 10 
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[24, 33]. A set of thresholds were defined [12] related to software risk 

evaluation, as shown in Table 1. The CC is a widespread software metric 

even though has its own detractors [30, 31]. 

Table 1. Cyclomatic Complexity Range Description 

 Cyclomatic Complexity Risk Evaluation 

 1-10 A simple module without much risk 

11-20 A more complex module with moderate risk 

21-50 A complex module of high risk 

51 and greater An untestable program of very high risk 

 

We have implemented the CC to measure routine’s complexity, and taking 

into account that the CC has different variations to be calculated, our 

approach is the same as that published in [4]. Each Fortran program is 

assumed to have a unique entry and exit point in order to simplify the 

complexity calculations: “For programs with unique entry and exit nodes, 

this metric is equivalent to one plus the number of decisions and in this work, 

is equal to the one plus sum of the following constructs: logical if, if-then-

else, block-if, block if-then-else’s, do loops, while loops, and’s, or’s, xor’s, 

eqv’s, neqv’s, twice the number of arithmetic if’s, n-1 decision counts for a 

computed Go To with n statement labels, and n decision counts for a case if 

with n predicates”. 

2.2 Halstead Complexity Metrics 

A set of metrics derived from source code in order to measure computational 

complexity was proposed in the 70s [15, 17, 16]. A set of independent 

properties that could be obtained from an algorithm regardless of the 

programming language in which it had been written was defined, trying to 

determine if an algorithm “may possess a general structure which obeys 

physical laws”. The proposed properties were based on classifying program 

entities as either operators and operands [15]. The properties are:  

 

 Number of different operators occurring in an algorithm η
1
.  

 Number of different operands occurring in an algorithm η
2
.  

 The total occurrences of operators in the program N
1
.  

 The total occurrences of operands in the program N
2
.  

And the metrics are defined using those properties:  

 

 Unique Entities, also know as Program Vocabulary, η: the number 

of unique operators plus the number of unique operands in the 

program. Calculated as η=η
1

+η
2

.  
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 Accumulated Entities, also know as Program Length, N: the total 

number of operators plus the total number of operands in the 

program. Obtained as N=N
1

+N
2

  

 Program Volume, V: “consists of the product of the total number of 

entities occurring, N, and the number of binary digits which would 

be required to specify each such entity among distinct entities” [15]. 

Program Volume is calculated as V=Nlog
2

η.  

 Level, L: “has a maximum value of unity, which will be reached 

whenever both the number of distinct operators is at its minimum 

value of two, and no operand has been mentioned more than once” 

[15]. Program Level is obtained as L=2/η
1
*η

1
/N

2
.  

 Difficulty, D: defined as D=1/L.  

 

 Effort, E: defined as E=V*D  

 

Just like CC, Halstead metrics have different variations to be calculated [6, 

4], and our approach is the same as that published in [4]. 

2.3 Maintainability Index 

While Software Maintenance were gaining momentum, software 

development practices were also maturing. Different authors argue that 

software maintenance represents the highest cost in the software development 

process. By 1975, “The total cost of maintaining a widely used program is 

typically 40 percent or more of the cost of developing it” [5]. In 1979, the 

software maintenance costs was reported to be 67% [35], in the 1990’s this 

number was about 75% [10], and in the 2000’s 90% of the entire project cost 

was calculated [11]. A maintenance index based on a three dimensional 

approach was proposed in [8], where the three dimensions are:  

 

 Control structure.  

 Information structure.  

 Typography, naming and commenting.  

 

The maintenance metric is a result of the analysis of different regression 

models. “The regression model that seemed most applicable was a four-

metric polynomial based on Halstead’s effort metric and on metrics 

measuring extended cyclomatic complexity, lines of code, and number of 

comments” [8]. As a result, the maintenance index was defined as:  

171−3.2*ln(V)−0.23*CC−16.2*ln(LoC)+Comments 

where V is the volume as defined in the previous section, CC is the 

Cyclomatic Complexity, and LoC is the number of Lines of Code. Our 

implementation is based on a slight modification, resulting in [39]:  

MI=Max(0,(171−3.2*ln(V)−0.23*CC−16.2*ln(LoC))*100/171) 
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3. Fortran Software Metrics Implementation 

In order to implement metrics described in the previous section, we have 

based our development on Photran [36], a multiplatform integrated 

development environment (IDE) for Fortran based on Eclipse. As an IDE, 

Photran integrates editing, source navigation, compilation, and debugging 

into a single tool. Furthermore, as it uses make for compilation, it can work 

with virtually any existing Fortran compiler. It is also equipped with error 

parsers, which help to interpret error messages from popular compilers and 

associate error markers with the appropriate lines of code [36].  

Photran infrastructure uses a compiler-like approach to represent a Fortran 

program by building an Abstract Syntax Tree (AST) as a program 

representation. An AST “represents the hierarchical syntactic structure of the 

source program.” [1]. Each construct occurring in the source code of the 

program is denoted on a tree node. It is called “abstract” because the AST 

does not represent every detail which appears in the real syntax, see Figure 1.  

 

 

 

   

 

 

 

 

 

 

 

 

 
 

 

 

 

Figure 1. A Complete AST Structure for a helloworld.f90 Program 
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The Photran AST is based in the Fortran language definition, as expected, but 

also adds its own information, so that it is possible to modify the AST (which is 

why it is usually known as rewritable AST) an (re)generate the Fortran program. 

In order to extract metrics from the source code of the Fortran programs we 

have built a set of java classes that implement the visitor pattern [14], as 

shown in Figure 2.  

 

 

 

   
 

Figure 2. Gathering Fortran Metrics.  

 

While traversing/visiting the AST we are able to collect as much information/data 

as we need. Thus, metrics are easily implemented by collecting data in the AST in a 

uniform way. This general strategy greatly simplifies the implementation of the 

metrics presented in this paper as well as new ones, depending on specific project 

and software analysis needs. Even when some data is nos fully contained in a single 

AST node, each visitor is implemented so that collects and aggregates data from the 

proper AST nodes, depending on the specific metric. 

After the information about the selected editor is gathered it is shown in a specific 

IDE view called “Metric View”. Thus, we take advantage of the so-called Views 

defined by Photran. The Metric View in Figure 3 shows three specific metrics: 

Cyclomatic Complexity, Maintainability Index and Source Lines of Code per 

routine. The information in the view is updated each time a new editor is selected. 

We have added a small colored circle (red, yellow, green) that is displayed in the 

CC column indicating the color according to the range shown in Table 1.  

  

    

 

 

 

 

Figure 3. The Metric View: CC, MI, and SLoC per Routine. 
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The information contained in the Metric View is consistent with the source 

code shown in the editor as shown in Figure 4. It is expected to aid the 

programmer to identify the location (routines) of potential problems 

regarding possible “bad smells” in the source code, such as too complex or 

too large routines, for example. Colors could be added to other columns (e.g. 

to the MI column) on demand, and it would change only the Metric View (or, 

more specifically, the corresponding column in the Metric View).  

 

  

  

 

 

 

 

 

 

 

 

 

   

 

 

Figure 4. The Selected Fortran Editor and the Corresponding Metric View 
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4. Related Work 

Integrating metrics data into a broadly used IDE is a relatively new idea. On 

the one hand Microsoft Visual Studio (which was initially known as Visual 

Studio 97 starting on May 1th, 1997 and passed through at least 8 product 

versions), has included metrics on its last 4 versions (Visual Studio 2008, 

2010, 2012, 2013). On the other hand, Eclipse (from which Photran is 

derived) does not provide software metric data information in any of its 

distributions, but there are a set of plugins that allow the user to gather 

metrics data for Java and other supported programming languages.  

Regarding software implemented using Fortran, available tools to obtain 

software metrics are not integrated to an IDE, and they are stand alone tools 

[38, 37]. Fortran development tradition has been more naturally associated to 

a development tool chain instead of using an IDE (such as Photran). 

5. Conclusions and Further Work 

We have shown an implementation and integration into a modern IDE for the 

Fortran programming language of some of the most widely used software 

metrics. The metric gathering process has been implemented with a compiler-

like approach using ASTs. The obtained information has been integrated in a 

Photran (an Eclipse derivation) view in order to make it available to the 

programmer while performing all the regular programming activities.  

As our main interest is focused on Fortran source code transformation and 

Fortran Legacy source code handling [25, 32], we will continue working on:  

 Adding new metrics to the Metric View.  

 Allowing user customize the Metric View.  

 Adding a column that shows Fotran obsolescent and deleted features 

used in the source code.  

 Integrating new legacy-aware functionality to the IDE.  

 Integrating Static Analysis information as Photran Views.  
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Abstract. Aspects in software repositories are needed by users, but 

they are not available in an explicit manner. Studies on the reuse of 

aspects have focused on analyzing their dependencies, using 

inheritance for implementation, and establishing guidelines, and have 

also focused on aspects that provide quality applications. To date, 

making aspects available for reuse in software depositories has not 

been analyzed. Because specification of these modules is crucial for 

their integration in existing repositories, this paper presents the design 

and implementation of processes for the publication and retrieval of 

aspects in a software repository based on a faceted scheme. 

1. Introduction 

Software reuse is the process by which an organization defines a set of 

semantic procedures allowing the specification, production, classification, 

retrieval, and adoption of software artifacts, so that they can be used in 

different applications [1]. Component-based software development (CBSD) 

[2] [3] is one of the methodologies that promotes the reuse of software and 

requires a set of software artifacts to be available for reuse in what is called a 

repository. A software repository is a library in which reusable software 

components are stored, and it must offer a categorization of these artifacts [4] 

and should also be designed to provide support that is as automated as 

possible and that allows users to identify, compare, evaluate, and retrieve 

components. 

A reusable software artifact can be defined as "any component specifically 

developed for use in more than one context" [5]. For an artifact to be stored 

in a software repository, general information, information concerning the 

artifact’s functionality, restrictions, requirements, and documentation for 

further integration and specialization should be provided. Correct 

specifications and classifications allow users to access the components they 

require. Some techniques for specification of components that have been 

applied in CBSD are: faceted schemes [6], ontologies [7], frameworks [8], 

taxonomies [9], topological methods [10], and structural methods [11]. 

Aspect-Oriented Software Development (AOSD) [12] has been proposed to 

encapsulate non-functional requirements (NFRs) [13], also known as 

crosscutting concerns [14]. The NFRs (logging, synchronization, replication, 

mailto:scasas@unpa.edu.ar
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etc.) intersect the main functionality of a system, generating so-called 

scattered and tangled code, which presents several difficulties with regard to 

maintenance, reuse, etc. Some of the advantages of AOSD are that it can 

achieve more flexibility and adaptability as well as reuse of components used 

in system applications. 

We have explored software repositories [15], and while they provide a 

variety of software artifacts that have proven useful for NFRs, these are not 

implemented as aspects. In order to achieve integration between different 

types of modules (components and aspects) that are complementary in the 

application development process, there is a need to include aspects in the 

repositories. 

This paper describes a process for the publication and retrieval of aspects in a 

software repository. It extends the Unified Framework for Component 

Software Specification (FUECS) [8] in order to facilitate the definition of a 

faceted scheme. The implementation of the defined publishing process and 

retrieval scheme includes a layer for indexing and searching. 

The rest of this paper is organized as follows: Section 2 explains the reasons 

that led to our proposal, Section 3 presents our proposed processes for 

publishing and recovery, and Section 4 presents our conclusions. 

2. Motivations 

The reuse of aspects has been approached from different perspectives, 

including analyzing their dependencies, devising mechanisms for 

implementing reuse, identifying the requirements and the contexts for reusing 

an aspect, and focusing on aspects that provide quality applications. A brief 

description of some of these approaches follows. 

In [16], reuse is analyzed based on the dependencies between aspects, and a 

classification considering two features of these modules is proposed. The first 

concerns the way they interact with each other, and the second is based on 

how they display their functionality. An aspect is orthogonal if its 

functionality is independent of other features of the application, one way if it 

depends on some system functionality that may refer to data or services, and 

circular if it and another aspect are mutually dependent, so that these aspects 

only work together and not individually. The second classification 

distinguishes autonomous aspects—those that run on their own—and 

activated aspects that require any part of the active system. 

Inheritance is used to implement reuse in AspectJ in [17], and [18] proposes 

rules and the development of at least three aspects for reuse that eliminate 

some of the disadvantages of this method. The four rules are:  

Rule 1: Pointcuts must have separate declarations and definitions in an 

abstract aspect. 

Rule 2: Since AspectJ does not allow recursive definition of a pointcut, 

i.e., a pointcut defined in an abstract aspect cannot be redefined, such a 

pointcut must first be defined and declared and then be assigned to another 

pointcut with a hook.  
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Rule 3: A pointcut should not be used by more than one advice. In such 

cases, the pointcut should be defined using a hook and then assigned to 

different pointcuts.  

Rule 4: Concrete aspects should not contain attributes, methods, or advices 

that can be reused. 

In addition to these rules, at least three aspects must be defined: one for the 

declaration of pointcuts, a second to declare attributes, methods, and advices, 

and a third concrete empty aspect. These are then connected through 

inheritance. 

When aspects are valid for a certain context, it is necessary to check the 

compatibilities and requirements that define their context of use [19]. The use 

of pre and post conditions in programming design contracts provides an 

alternative for specifying a reusable aspect. 

Finally, [20] focuses on the reuse of properties that add quality to an 

application rather than on their function, as is usually addressed. These 

properties are difficult to identify, classify, and catalog, so it is not sufficient 

to rely on their taxonomy [21] [22]. The article focuses on non-functional 

requirements [13], requirements oriented toward engineering objectives [23], 

oriented aspects [12], software reuse [24], and a quality management 

program. 

Software reuse is a desirable feature for all of these approaches; however, to 

date there has been no analysis of how aspects should be made available for 

reuse in a software repository. Hence, we have studied the possibility of 

including these as independent modules implemented in aspect-oriented 

languages, which involves defining a specification for their publication and 

retrieval and providing the necessary information for their integration and 

reuse. In Section 3, we present a faceted scheme for specifying reusable 

aspects. 

3. Publication and retrieval of aspects 

Software repositories are critical to CBSD, as these are where the artifacts 

that are available to be retrieved and reused [25] are stored. For this purpose, 

a software repository must have capabilities to:  

 

 Store reusable software assets;  

 Provide an interface that allows publication, searching, and retrieval 

of assets;  

 Manage their continual updating and maintenance;  

 Sort software assets;  

 Provide navigation through available assets; and  

 Apply search techniques and automated recovery [26] 

 

In addition, repositories must be supported by the definition, specification, 

and contextualization of each of their artifacts, including the components, 

classes, and aspects. An aspect is the central abstraction of AOSD and 
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comprises two modular parts: pointcuts and advices, in addition to attributes 

and methods. Advices are similar to methods, as they are pieces of code that 

will be added to the domain at some point (after, before, around), and 

pointcuts are the expressions that establish the moment or conditions under 

which the code fragments defined in the advices will be executed for 

example, a call to a particular method [12]. Example 1 presents code that 

implements an AspectJ StateManager aspect with the pointcuts 

removeVariable and addVariable and their capturing calls and executions, 

and the detailed methods are associated with the before and after advices. 

 
public aspect StateManager 

{ 

 pointcut addVariable(): call (* … set*(…)); 

 pointcut removeVariable():  

   execution (* someComplexMethod(…)); 

 before() : addVariable() 

   { … } 

 after(): removeVariable()  

   { … } 

} 

Example 1. Implementation of aspect StateManager in AspectJ 

3.1 Definition of faceted scheme  

FUECS, which aims to provide the necessary information to facilitate the 

development, discovery, and configuration of components, is presented in 

[8]. It comprises a set of specific fields grouped in forms called pages, which 

are identified with colors. The white page contains general and business 

information (name, author, version, price, etc.), the yellow page provides 

categorization (domain, technology, etc.), the blue page describes 

functionality (processes, tasks, etc.), the green page defines the specified 

interfaces, and the gray page provides additional information about the 

quality of the component. 

Figure 1 presents our proposed extension to FUECS, which can be applied to 

aspects with a red page called Weave that includes dynamic and static 

concepts. Dynamic concepts allow the definition of pointcuts, advices, and 

execution orders when necessary. Static concepts allow the definition of 

introductions and heritage. Figure 2 displays the specification of the 

StateManager aspect using the faceted scheme defined in XML.  
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Figure 1. Extended framework and faceted scheme for specification of aspects 

 

 

 
Figure 2. Faceted scheme applied to StateManager aspect 

3.2  Publication and retrieval processes for software artifacts 

Figure 3 shows the publishing and retrieval processes for aspects using the 

defined faceted scheme. The graph illustrates two instances:  

 Publication   

a. User A completes a form with the specification defined in the faceted 

aspect source code diagram.  
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b. The specification of each aspect generates an XML file similar to that in 

Figure 2.  

c. The algorithm analyzes each XML publication and then indexes it, 

generating a document that is then added to the index.  

 Retrieval 

d. User B completes a form with the characteristics of the software artifact 

that is needed.  

e. The retrieval algorithm analyzes this query against the document index.  

f. The documents that match the conditions and/or restrictions of the query 

are displayed to the user, who then selects the aspects to be recovered. 

 

 

 
 

Figure 3. Publication and retrieval processes 

3.3 Deployment Tool 

We have developed a "proof of concept" style tool for implementing the 

processes described in Section 3.2. Each specification in the faceted scheme 

form defined for publication of artifacts is stored in an XML file. Each facet 

of the form becomes a label in the XML file, and the information in the 

corresponding field becomes the content for that label. We use Apache 

Lucene API [27] as the mechanism for transferring these facets and contents 

in order to provide fast and easy access for the retrieval process. Publication 

includes an algorithm for the indexing process, which generates an index of 

documents against which queries can be analyzed. The strategy chosen to 

select the information for including in these documents allows developers to 

extract any type of text information from the indexed files. 

The algorithm for this tool defines documents consisting of two fields, "tags" 

and "description", which will store the information from the XML file 

containing the specification of each aspect. The "tags" field stores the names 

of the tags and the "description" field stores the content. Example 2 shows 

the result of this process for specifying a synchronization point. 
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XML specification Lucene index document 

<aspect> 

<general> 

<name>Synchronization</name> 

<version>1.0<version> 

<identificator>Sin10<identificator> 

</general> 

…. 

</aspect> 

Tags 

name  

version 

identificator 

… 

Description 

Synchronization 

1.0 

Sin10 

… 

 

Example 2. Document generated from specification XML 

 

 

Query retrieval can be based on free text such as "logging", "call", or 

"AspectJ", and it can be made more sophisticated using AND, OR and the 

wildcards ~ and ^. Example queries are "name = Logging AND technology = 

AspectJ", “name = Log~”, or " technology = AspectJ OR technology = Java". 

The recovery algorithm we implemented takes this information and generates 

the query and then analyzes each document in the index. As a result of the 

query, a structure that stores documents that meet the query conditions is 

obtained and presented to the user as a first step for retrieval. Example 3 

shows a query to be analyzed based on the form submitted by a user. 

 

 
Query for retrieval Query against Index 

 

Name: Logging 

Category: Security 

Tags:Name AND Description:Logging 

OR 

Tags:Category AND Description: Security 
 

 

Example 3. Query for retrieval 

4. Conclusions 

NFRs are available in current software repositories, which indicates that they 

are requested for reuse by users, but they are not available as aspects. The 

reuse of aspects has been approached from different perspectives: based on 

their dependencies, by defining a set of rules, and using inheritance as a 

mechanism for reuse, to name a few. This means that aspects are reusable and 

that they are needed, which led us to the analysis of storage along with other 

components to enable the reuse of more aspects. 

This paper proposes as a first step an extension of FUECS for incorporating 

aspects in software repositories, namely, the incorporation of a specific page 

in which concepts are defined for aspects. 

Our framework defines a faceted scheme for the specification of these 

modules, with the development of a "proof of concept" style tool to 

implement the publishing and recovery processes for aspects based on the 

faceted schemes. 
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As future work, we plan to test and validate the defined tool. This will consist 

of two stages—publication and retrieval—and we will publish other 

components, classes, aspects, and interfaces. In the first stage, we will group 

different types of software artifacts (components and aspects) to be 

published. In the second stage, we will define a set of queries based on 

different criteria for analysis against the index generated by the published 

specifications for aspects. 
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Abstract. A meta-searcher is a kind of software system used to 
retrieve information; it is characterized by operating with results 
obtained from traditional searching engines and by structured itself 
with elements tailored and developed for a context of specific 
functioning. One of the issues which turn to be essential is the fusion 
and the sorting out of the results which come from the different 
document sources. This research work presents the evolution of a 
ranking algorithm developed for a meta- searcher which has the aim to 
evaluate scientific publications belonging to the area of computer 
science, application field of the system which is being developed. 

Keywords: information retrieval, ranking algorithm, web search, 
bibliometric indicators. 

1. Introduction 

In this section the theoretical axes of the current research works are 
described: Information Retrieval Systems and Metrics for the evaluation of 
scientific documents used for generating the ranking algorithm. 

1.1 Information Retrieval Systems 

An IRS (Information Retrieval system) is a process able to store, retrieve and 
keep information [1], [2]. In [3], it is proposed that an IRS is made up of four 
fundamental elements: the documents, the user’s queries, the way in which 
these elements are represented and an evaluation function. The IRS models 
more diffused and spread in the internet are the directories, the search engines 
and the meta-searchers [4]. Publications exist throughout the literature, 
among them [5], [6], in which the use of IRS is extended to general contexts 
as well as particular ones. 
In previous works [7], [8] it has revealed the absence of specific IRS which 
are oriented to scientific documents in the CS area (Computer Science). From 
then on advancements have been realized in the building of an IRS, 
particularly, a meta-searcher and its components, considering in every case 
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the necessary adaptations for its right functioning in a context as the one 
suggested. The main meta-searcher components developed are [8]: 

 Query Management Module: it is in charge of capturing, optimizing and 
performing the queries which the user enters on the sources of documents 
integrated to IRS.  

 Search Module: it is in charge of performing the queries on the sources to 
which the meta-searcher Access and retrieve the results of every one of 
them.  

 Result Management Module: it is in charge of obtaining the results lists 
retrieved in the searches and processing them to present as a unified list to 
the final user.  

Among the components of the latter module, the ranking algorithm stands out; 
this one is used to establish a sorting out of the scientific articles which will be 
presented to the user as a result of the performing of a concrete search [7].  
In this new presentation, the set of metrics to be used has been extended and 
corrections have been made in their application formulas to improve the 
algorithm quality. 

1.2 Metrics for the scientific document evaluation 

A series of characteristics exist and are widely used to evaluate the quality of 
scientific documents [9], [10]. These characteristics are quantified from 
metrics or indicators; most of them are focused on the following properties:  

 The quality of publication source.  
 The quality of the authors of the publication.  
 The publication quality.  

Throughout such properties, firstly it is possible to evaluate a scientific document in 
the first instance on the base of the quality of the source or place in which has been 
published, distinguishing if this has been a journal or a discipline scientific event, 
secondly it is possible to evaluate the quality of the publication authors by the 
acknowledgement their previous publications have obtained and finally the quality 
of the publication itself understood as the repercussions which has obtained from its 
presentation. 
In the first metrics review, those with a greater use in the latest years stood out [7]. 
In this paper, the searching of the metrics has been enlarged with the aim to include 
those which enable to reduce the impact of certain aspects that were limitations of 
the first ones or at least to enlarge the scope of metrics analyzed and consequently 
possibly improve the quality of the developed algorithm. The metrics evaluated are 
shown in table 1; in same one, the metrics previously used and those which were 
incorporated in the work period covered by the current work are discriminated. 
In the case of metrics which allow to value the quality of a determined publication 
source, specifically, scientific journals, the IF (Impact Factor) [11] has been for a 
long time the most extended option. In last years, a series of alternative and/or 
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complimentary metrics have proliferated, i.e. the SJR (SCImago Journal Rank) 
[12], SNIP (Source Normalized Impact per Paper) and RIP (Raw Impact per Paper) 
[13] indicators, the EI (Eigenfactor) and the AI (Article Influence) [14]. Metrics 
which were originally conceived for the evaluation of other aspects have also been 
found for this criterion. This comes up owing to the practicality of such metrics and 
has led to their implementation, making the necessary adaptations to build an 
indicator to be used out of context for which they have been thought in a first time. 
Such it is the implementation of the H index which is realized by MAS (Microsoft 
Academic Research) [15].  
In all the cases, the metrics evaluate a journal from its articles influence in a 
determined time window, including in some cases a journal appreciation according 
to its relationship with others. For the valuation of scientific events or meetings, 
there is not a similar variety of metrics in terms of quantity or quality. As an 
alternative, a series of rankings of conferences stand out, these are calculated from a 
similar analysis that is realized by the metrics applied to journal evaluation. 
Regarding the CS, the CORE [16] and the ERA rankings are found [17]; along with 
these again, metrics implementations originally defined for the evaluation of other 
aspects are also found, but these have been adapted to evaluate conferences by 
using a different data source for their calculation process. As examples of these, 
MAS from which it is possible to obtain an implementation of H index for 
conferences [18], and CiteSeerX using its data in a combined way with the ones of 
DBLP to generate an IF for scientific events [19]. 

Table 1. Metrics searched for the evaluation of scientific articles 

Properties to be evaluated Original metrics New metrics 
searched 

Type of 
publication 

source  

Scientific Journals 

IF  
SJR  

 SNIP 
 RIP  
 EI 
 AI 
 H Index 

Conferences or 
Scientific Events 

CORE Ranking  
 ERA Ranking 
 H Index 
 IF 

Authors 

H Index  
 G Index 
 E Index 
 W Index 

Artricle 
AR Index  

Quatities of 
citations 

 

 
  



148                        XX ARGENTINE CONGRESS OF COMPUTER SCIENCE SELECTED PAPERS 

For those metrics which are used for the evaluation of the authors’ quality, the 
H index is the pioneer in this aspect and it is the most used indicator, but it is 
not free from limitations and for there on, about a dozen of variants have come 
up [20] whose objective is to cover the inconveniences of the original metric. 
Among these variants, the G [21], E [22] and W [23] indexes stand out. 
To evaluate the quality of a scientific article it was proposed to keep previous 
metrics, adjusting the AR index [24] so that it can operate on a single 
document evaluating the citations quantity obtained by the document at the 
moment of its retrieval by the IRS considering their aging, defining in this 
way a metric for the publication quality. 
The rest of the article is made up of the following layout: the design of the 
ranking algorithm is described in section 2, its implementation in section 3 
and the conclusions in section 4. 

2. Design of the ranking algorithm 

2.1 Conceptual Model 

The ambit of bibliometric indicators is a wide and quite fuzzy field when it is 
necessary to choose one. This happens because most of the existing metrics 
have a greater or fewer followers or detractors. In [10] as well as in [13] the 
authors agree on the facts that there is not a perfect indicator and that the 
impact of the scientific production cannot be correctly measured by a single 
indicator because the scientific production is a multidimensional 
construction.  
There are several inconveniences which come up when it is necessary to use 
bibliometric indicators to evaluate the quality of a specific aspect of a 
publication. One of the problems is to get to know if it is the same to use 
either an indicator or another one. In [25] this issue is briefly undertaken and 
the correlation that exists among a group of scientific journals is studied. The 
conclusion is that their behavior varies in function to the knowledge area, that 
is, some indicators are equivalent in certain areas, but nor in others. 
Another issue to take into account is how to know which the real value of a 
metric is. This comes up from the fact that the information used to compute 
some indicators is homogeneous; therefore the same metric calculated form 
different databases can have different scores for the same study object. In 
[26] for example, the variations which exist in H index of a set of authors in 
relation to the source from which the data are taken are studied. A problem 
closely linked to the former subject is the degree of overlapping that there is 
among the data used to calculate the indicators. This is a very difficult 
limitation to deal with since the indicators are in a continuous development 
[27]. From the issues previously discussed, it turns to be inaccurate or 
incomplete to define the quality of some aspect of a scientific publication in 
function to a single metric. 
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From these situations, a model (see figure 1) which makes use of a set of 
indicators to evaluate a specific publication was built. The evaluation is made 
considering 3 evaluable aspects described in the previous section: the 
publication source, the documents' authors and the article itself. To evaluate 
every IRS result, the metrics values which are available for such publication 
will be obtained, being able to be considered as independent metrics those 
which are obtained from different sources, this condition allows to a metric to 
be used for the evaluation of more than a single property of every document. 

 
Fig. 1. Structure used for the evaluation of scientific documents 

In this way, the model raised takes into account the problems introduced 
previously and by means of their characteristics allow to minimize its defects, 
since the holistic approach which is used allows to evaluate the properties of 
a scientific document from a series of metrics from different origins, without 
the final evaluation being dependent on some particular metric. Besides the 
model is greatly scalable, since the integration of a different aspect to 
evaluate a document could be realized without the need to modify the general 
structure of the model. Besides and in an analogic way, as the meta-searcher 
becomes more robust as long as it incorporates databases where it searches 
articles, the ranking algorithm also becomes more robust as long as it 
incorporates a major number of metrics and data sources where it obtains its 
values from. 
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2.2 Calculation of parameters 

In the algorithm evolution it is kept the general formula in which it is defined 
that the grading of a publication Q results from the addition of 3 parameters: 
PS (Publication Source), A (Authors), and D (Document), every parameter is 
multiplied by an adjusting factor α, β and γ (see Formula 1).The adjusting 
factors are useful to vary the weight of the terms from the importance it is 
wished every term to be given. 

                (1) 

Every parameter is internally calculated from a number of metrics which is 
not stablished in a first moment, but which varies in function to those which 
are found for the publication which is being evaluated. So every parameter 
(P) takes its value from the quotient of the addition of all the metrics (m) 
which are found for such publication above the quantity (n) of metrics used 
(see Formula 2). 

   
∑   
 

 
 (2) 

Since the range of metrics values vary considerably from one to another, it is 
not possible to use them in a direct way. To be able to integrate all the 
metrics inside the same calculus and keep the weights balanced among them 
inside the formula, it is necessary to normalize its values. The normalization 
proposed has two variants and they can be applied depending of the kind of 
metric it is being managed. The first variant uses the quotient between the 
value which such metric has for the publication to be evaluated and the 
maximum existing value for that metric within the same data source from 
which it has been obtained (see Formula 3). This kind of normalization is 
mostly used in the metrics of the PS and A parameters. The remaining variant 
is obtained using the logarithm on base 10 of the value of the metric (see 
Formula 4). 

    
       ⁄  (3) 

          (4) 

 

3. Implementation of the ranking algorithm 

3.1 Selection and retrieval of metrics to be included in the model 

Having the model of evaluation and the method of calculus of the parameters 
defined, the implementation of the evolution of the ranking algorithm was 
realized. Firstly, to be able to do this, a selection of metrics to be used for the 
evaluation of every one of the aspects of a scientific document was carried 
out. 



COMPUTER SCIENCE & TECHNOLOGY SERIES                                                                               151 

From the review described in section 1.2, it was determined the existence of a 
set of metrics which are defined in a theoretical way and which aim to the 
evaluation of some particular aspect of a scientific publication. Such metrics 
are calculated from the information which is not easy to gather or retrieve. 
Taking into account this reality and the meta-searcher performance, it has 
been opted to use, in this instance, a series of metrics which were previously 
calculated form the well-known data sources such as Scopus, ISI and DBLP 
among others. Several different versions of the same metrics which are 
calculated from different databases have been found. In these situations it 
was decided to include both of them. In other cases, it was observed that 
some databases, e.g. MAS, have opted to use indicators to qualify journals or 
conferences, which were not conceived, originally, for such a purpose, such 
as H index, besides journal native indicators were used.  
Once the implementations of the metrics available were identified, it was 
necessary to evaluate the probability to generate a method to obtain their 
values in such a way that they can be used in the ranking algorithm. In all the 
cases in which it was possible to extract the metrics values, it was decided to 
use them in a local way, that is, from a IRS internal database with the aim to 
optimize the times of both operations, query and results' processing. 
To achieve this, the research team started by developing software 
components which allowed to extract their own values for each metric from 
the web page in which they were published. With the available data, a series 
of transformation and load processes to achieve the homogeneity in the 
database were developed. 
The set of metrics and data sources, finally selected to evaluate the scientific 
articles can be seen in Table 2. 
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Table 2. Metrics incorporated to the model for the calculus of the algorithm and its origin 

Properties to be evaluated Metric used Data Source  

Type of 
publicaiton source 

Scientific 
Journals 

SJR Scopus 
RIP Scopus 

SNIP Scopus 
H Index  Scopus 

AI ISI 
EI ISI 
EI MAS 

H Index  MAS 

Conferences 
or Scientific 

Events 

ERA ERA 
CORE CORE 

IF CiteSeerX + DBLP 
H Index  MAS 

Authors’ quality H Index  ArnetMinner 
G Index  ArnetMinner 
H Index  GS 

Article quality Quantity of Citations 
(*) Index AR 

(*) Sources used by the search module of the meta-searcher 

 
The software tools which were used in the mentioned tasks were: Java, 
HTML, XML and JSON languages to extract the content from the web, the 
module of data integration from the Pentaho (Pentaho Data Integration) 
business intelligence suite and the PostgreSQL database engine. 
The metrics’ values corresponding to the evaluation factors of the publication 
source quality and the authors’ quality have been extracted and loaded to the 
SRI database. The metrics which were used to evaluate an article quality are 
obtained from every result meta-data which retrieve the IRS when 
performing a search; in the meantime its values were not stored in the meta-
searcher database. 

3.2 Validation of the developed algorithm 

Once the algorithm was implemented, it was necessary to start with its 
process of validation for its later incorporation to the SRI. The process fell in 
stages: the initial one realized by experts and a later one which aims to 
evaluate statistically the algorithm efficiency by using as a means of 
performance the correlation which exists between the metrics behavior used 
and the obtained results.  
For the case of the first validation instance, a work outline was designed, 
similar to the one used in prior research works [7, 8]. A series of queries have 
been performed by using the meta-searcher and the set of results along with 
the details of the calculus carried out for the application of the ranking 
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algorithm has been exported. These results have been evaluated by the query 
field experts who have determined percentage of effectiveness of the 
classification realized on the documents retrieved. The percentages of 
effectiveness obtained regarding the ones obtained in the same query in the 
original publication were compared with the aim to compare the application 
of the ranking algorithm evolution in respect to the prior version. With the 
aim to compare the application of the ranking algorithm as regards the 
previous version, the effectiveness percentages obtained with the same query 
in the original publication are compared. The experimentation details and 
results can be seen in table 3. 

Table 3. Results of the first validation instance 

 
The second phase of the evaluation was raised from the solution the 
algorithm could provide to a problem which comes up in the scientific 
documents evaluation as it is the correlation among the several metrics which 
are used, for example, those among the quantity of citations and the SJR 
index in a specific journal. As regards this, what was aimed to determine was 
if the integration of a set of heterogenic in the algorithm would result in the 
value to give to a document and consequently its evaluation not determined 
by a particular indicator. 
This validation stage, at the moment of finishing the edition of the current 
research work, is still in development, owing to the quantity of metrics and 
documents to evaluate the results which would be available in future 
publications. 

Queries 
performed 

Quantity of results 
processed 

Effectiveness 
evaluated by 
the experts  

Comparison 
with the 
original 
version  

data mining 
AND outliers 

60 (20 Google 
Scholar + 20 

IEEEXplore + 20 
ACM Digital Library) 

78% +4% 

alphanumer
ic data AND 

outliers 

60 (20 Google 
Scholar + 20 

IEEEXplore + 20 
ACM Digital Library) 

86% +5% 

scientific 
production 

AND metrics 

60 (20 Google 
Scholar + 20 

IEEEXplore + 20 
ACM Digital Library) 

80% +3% 
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4. Conclusions and future research works 

In the current paper an evolution of a ranking algorithm has been raised using 
it to ponder and sort out scientific documents belonging to the area of 
computer science. Among the main improvements achieved, the building of a 
generic model can be stood out. Such model soften some inconveniences that 
come up when it is necessary to work with bibliometric indicators and it 
enables the integration of several of them, allowing to evaluate a document in 
an more robust and integral way. Even though the algorithm is in the second 
face of evaluation, it has characteristics makes it scalable and flexible and it 
has positively been validated by experts in the field, making it easy the 
incorporation of other metrics to the calculus. 
As future research works what can be mentioned is to complete the validation 
phase and if it were necessary to adjust the algorithm, to build the component 
which applies the algorithm to the results obtained by the meta-searcher and 
at the same time sort out the results and finally to build the components 
which capture and update the metrics used in an automatic way. 
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Abstract. Component Based Software Development and Software 
Product Lines are based on the ability of combining pieces of software 
as composition units. Assembling an application from existing 
components is still a matter of study, due to the complexity of the 
interactions among them and the need for adaptation in some cases. 
Particularly, performing an automatic composition implies even 
greater challenges. In this work, we propose a model to assist 
components with specific metadata using annotations in order to ease 
the composition process. The model has been instantiated in the 
context of the Java development platform and validated an 
instantiation of a Software Product Line component.  

Keywords: Software Product Lines, Component based software 
development, Metadata, Dynamic composition  

 
1. Introduction 

In the broad set of reuse-oriented software development paradigms we can 
find two main paradigms, Software Product Line Engineering (SPLE)[12] 
and Component Based Software Development (CBSD)[5]. Both paradigms 
can be combined making a Software Product Line (SPL) can be implemented 
using reusable components on its variation points. Assembling such 
components, both to create a product or a new component, is done manually, 
identifying at least to types of composition [5, 14]. On one hand, if the 
component is exclusively developed to implement a specific variant point, 
composition can be done without need for adaptation. On the other hand, a 
component can be developed for reuse in a more general domain than the one 
that was firstly developed or it can even be developed by a third party and for 
a more general purpose. In this case, it is necessary to perform an adapted 
composition that allows to connect such component with its coupling point. 
At the same time, the composition process can be affected by a several 
different issues [14] related to interfaces, operation and exception 

http://giisco.uncoma.edu.ar/
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incompatibilities. However these issues do not imply that the process cannot 
be done semi or even fully automatically [16].  
In this way, in this work we design, implement and use a metadata system to 
assist in the dynamic composition of reusable components of a SPL. To do 
so, we perform an analysis of the elements that participate in the composition 
process, and create a metadata system definition process to define a system 
capable of achieving our objective. This paper is organized as follows, in 
Section 2 we present previous and related works, Sections 3 and 4 we present 
our proposal, explaining the construction process and a particular 
implementation. After that, in Section 4 we show a case study performed 
over previous works. Finally in Section 5 we present the conclusions and 
future works.  
 

2. Previous and related works 

The dynamic composition problem has been analyzed by different 
approaches [7, 9, 16, 18] using XML configuration files, aspect oriented 
programming, FODA specifications and even formal languages like ADL 
(Architecture Description Language).  
On the other side, metadata models have been used to assist a great number 
of software development tasks [2, 3, 4, 8, 10, 15], including testing and 
validation, natural language description management, catalogs searches, 
tool’s configuration, etc.  
In previous works [6, 11, 13] we have developed an SPL for the marine 
ecology subdomain, working together with the “Instituto de Biología Marina 
y Pesca Almirante Storni”1 (IMBPAS) and the "Centro Nacional 
Patagónico2" (CENPAT). This SPL was first implemented using JavaScript 
[11] and then re-factorized [6, 13] using JAVA3 and Enterprise Java Beans4.  
With previous resources we started the creation of reusable components 
capable of implementing the SPL variabilities and commonalities. These 
components were defined from a service taxonomy [13] by specializing the 
ISO/DIS 191195 standard for Geographic Information Systems (GIS).  
 

3. Developing a dynamic composition metadata model 

To assist the dynamic composition process of a SPL we propose a metadata 
model. To do so, we firstly defined a three steps process that allows us to 
create such a model. Figure 1 shows these steps with a detailed description of 
the tasks that we need to perform in the second step of the process. We 
describe this step in more detail due to the existence of a sub-process for 
defining, generating and recovering the defined metadata.  
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Fig. 1: Process for defining the metadata model for SPL component development. 

 
 

Each of the steps is described as follows:  

1. Analyzing the components: In CBSD a component contains a set of 
interfaces to describe its functionalities and integration 
requirements. In this way, we can identify two key elements, the 
component’s functional interface [17] and its architectural 
requirements (or interface) [1]. The first of these elements describes 
the component’s behavior, including all of its public attributes and 
methods, events that can be triggered and exceptions generated. On 
the other side, the second element allows the component to describe 
its architectural needs, which requires the component to be 
assembled with other components. In this set of requirements we can 
identify the programming language, entry points, external 
dependencies (software libraries, other components, databases, etc.), 
internal dependencies (in case components are composed of other 
components), etc. The component analysis process must identify 
each of this elements to use them in the next step.  

2. Writing the metadata: As the metadata writing process requires a 
correct definition of the model, we define a general process for such 
task. Figure 1 shows how this process is organized, identifying three 
activities:  

a. Defining the representation structure: During this activity 
we must perform an analysis of the problem that we are 
looking to solve, and trough this we must obtain the set of 
relevant metadata. Once this set is defined, we must 
analyze the way we are going to represent this metadata 
inside the components. There are many ways to achieve 
this task according to the needs of the problem that the 
metadata must solve. On one side, the required metadata 
can be stored outside the components using external files in 
plain text, XML or another mark-up languages, etc. On the 
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other side, we can place the metadata inside the component 
using annotation systems, special comments, or another 
platform specific technology.  

b. Defining the generation method: Once the structure is 
created, we must define how the metadata is going to be 
generated. This process can be done manually, semi or 
fully automatically. To define this method we must take 
into account the platform on which the components are 
being developed. The representation structure, defined 
previously, and a technology analysis are used to select or 
create the generation method.  

c. Defining the recovery method: Finally, using the 
representation structure and the generation method we 
define the recovery method. This method is strongly related 
to the previous elements and can be necessary the 
construction of tools to perform it. Like the previous task, 
we must analyse the available technologies and determine 
if we can rely on previously developed tools.  
 

3. Reading and using the metadata: The final step of the process is to 
read and use the written metadata and use them to achieve its 
purpose. This way, the reading process is adapted to the decisions 
established during the model definition process and its use will be 
defined by the task which is necessary to fulfill. This task is related 
to the problem we are trying to solve, for example for automating or 
assisting in the execution of a process, configuring tools, improving 
traceability, etc.  

 

4. JAVA implementation 

In this section, we describe the implementation of the metadata model 
definition process previously depicted in Figure 1. As shown in Figure 2, for 
each step we generate a specific artifact.  
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Fig. 2: Applying the metadata system to the dynamic composition problem. 
 
 
In the first step, component analysis, we perform a study of all the elements 
that can be identified inside a JAVA component. Due to the fact that JAVA 
does not define a default structure to build the components, all the required 
information (interface, exceptions, events, etc) is described in the public 
elements of the classes that implement the component.  
If we use the Enterprise Java Beans framework, included in JAVA enterprise 
edition, the only difference that can be found is that all those public elements 
are centralized on a single interface file. The architectural dependencies in a 
JAVA project can be found on the configuration files (properties file, 
classpath, etc.). These files are generated automatically by many Integrated 
Development Environments such as Eclipse6 and NetBeans7.  
In the second step, writing the metadata, we must define a model based on 
the information collected in the previous step. In this way, we perform the 
three required activities (Figure 1) in the context of the JAVA platform and 
the component composition problem. These activities are:  

1. Defining the representation structure: To assist in the dynamic 
component’s composition problem it is important to have all the 
public information (related to the communication and configuration 
of the components) of the involved components. We need to know 
all the requirements that components need to be assembled with 
other components.  
Using these criteria, we define a minimal set of data that we need to 
have interface and public attributes (configuration variables), 
exceptions, triggered events, minimal JAVA version and other 
components and libraries it depends on. To structure this metadata 
we decide to use a two elements schema: a label and the data related 
to that label. The label is also divided into two elements, a category 
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and a sub-category. The label allows us to identify the metadata and 
classify the metadata according to the context. This way, we build 
the set of metadata shown in Table 1. For example, we can see that 
the metadata FuncionalInterface/Method handles all the information 
related to the signature of a public method defined inside a 
component.  

Label  Sub-Label  Contained Data  

FuncionalInterface Method Component’s public 
Methods 

 

FuncionalInterface PublicParameter Component’s public 
Parameters 

 

FuncionalInterface Events Component’s triggered 
Events 

 

FuncionalInterface Exceptions Component’s triggered 
Exceptions 

 

ArchiteturalInterface JavaVersion Minimal JAVA 
version 

 

ArchiteturalInterface InteralDependencies Used 
subcomponents 

 

ArchiteturalInterface ExternalDependencies Libraries, other 
components, 
databases etc. 

 

   

Table 1: Set of metadata defined for the case study. 

2. Defining the generation method: Due to the fact that we are using 
the JAVA platform, we use a provided generation method using 
JAVA annotations8. Using this method, we create an annotation for 
each of the elements defined on Table 1. We assign a descriptive 
name for each of this elements using the “Meta” prefix and attach an 
objective to each of them. A JAVA annotation “objective” informs 
the annotations engine which element of the code the annotations 
annotate (the element that must be written right after the annotation).  

3. Defining the recovery method: Decisions of the way metadata are 
generated impact directly on the definition of the recovery method. 
Due to the fact that the metadata are written inside the components 
and not in external files we have to design a recovery method. To do 
so, we develop a parser capable of extracting the metadata and 
saving them in a JAVA class called “Metadata”. The parser only 
requires that the components implement the “Metadatable” 
interface. We also develop a tool that fulfills these constraints and 
allows us to visualize, in a tabular way the metadata inside a 
component.  
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In the third step of the process, reading and using the metadata, we can 
observe how we read the metadata using a tool capable of interpreting the 
“Metadatable” interface assigned to a component (by using the created 
parser). These tools are related to the problem we are trying to solve, making 
the extraction independent from the use of the metadata. All the elements 
previously described (the annotations, “Metadatable” interface and parser) 
are packed inside a JAR library, allowing them to be imported by any 
projects that need them.  

 

4.1 Case study 

The JAR library was used in the implementation of a new component for the 
previously developed SPL. This SPL was developed in the context of the 
Geographic Information Systems (GIS) for the marine ecology sub-domain. 
It was developed using the Google Web Toolkit9 (GWT) framework, the 
Open Layers10 library and the GIS extension for postgres, PostGIS11.  
The SPL services are implemented using one or more interconnected 
components, integrated with the Graphic User Interface(GUI) trough a 
manager called UIManager. The main objective of the component used in 
this case study is to create a history of maps, using some previously defined 
components and external libraries. This component is capable of cloning and 
generating new maps in parallel during a species distribution analysis.  
In this way, we must be able to generate and store a history of derived maps. 
Figure 3 shows a slice of the component diagram for the SPL. In this figure, 
we can observe the new component MapHistory, that uses the Map 
Component and used by the UIManager trough the defined interface.  
 

 

Fig. 3: Part of the component diagram for the SPL, showing the MapHistory 
component 
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In order to work correctly, our component uses a set of external libraries that 
include GWT, OpenLayers, ui-binder12, validation-api13 and others. For the 
exceptions and events, the component only generates an exception related to 
the existence of a map that we are trying to show, hide or remove. As a result 
of applying our process, we obtained an annotated component that can be 
used by any tool that can read these metadata.  
To validate our process, we created a reading tool,which reads and show the 
embedded metadata in a tabular way. These data can be then used by a 
dynamic composition tool, letting it know the internal details of a closed 
component without the need of reverse engineer.  
Figure 4, shows the metadata usage process for manual and automatic 
composition. Here we can observe how the written metadata are read using 
the parser and then organized for the usage of other tools. On one side, a 
dynamic composition tool is capable of reading the structure metadata and 
use it for a compatibility check and adapter generation. On the other side, we 
can observe the usage of a reading and visualization tool that shows the 
structured metadata to be used in manual composition.  
Even when our process is not yet fully validated, it is easy to realize that 
using it will reduce the manual analysis effort. In this way, acquiring a 
component description becomes an easier task.  If engineers want to perform 
an automatic composition, the component description will be structured and 
organized. It is important to know that as the number of components grow, 
the complexity of the manual analysis grows along.  
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Fig. 4: Reading and usage process for manual and automatic composition. 
 
Using metadata, each component is responsible for declaring and structuring 
its own information, removing the need for manual analysis. Finally, 
declaring a public access interface for the metadata, provides a point of 
access to the component’s internal structure, working as self-documentation.  

 
 

5. Conclusions and future work 
 
We can conclude that a metadata system can assist, in an ad-hoc mode, to 
many software development process tasks. For this reason we have defined a 
general process for developing and using them in a consistent way.  
In spite of using this process adds additional tasks to developers and it is 
susceptible to errors when the annotation fields are filled, it simplifies the 
automatic analysis  making such errors be checked and corrected. In this way, 
we have proposed a starting point to assist to dynamic composition of 
components. 
Therefore as we mentioned earlier, the manual writing task adds to the 
system a human-error factor. As future work we propose the automation of 
writing tasks through a code analyser solving the additional correction effort.  
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Abstract. Information Quality assessment in Wikipedia has become 
an ever-growing research line in the last years. However, few efforts 
have been accomplished in Spanish Wikipedia, despite being Spanish, 
one of the most spoken languages in the world by native speakers. In 
this respect, we present the first study to automatically assess 
information quality in Spanish Wikipedia, where Featured Articles 
identification is evaluated as a binary classification task. Two popular 
classification approaches like Naive Bayes and Support Vector 
Machine (SVM) are evaluated with different document 
representations and vocabulary sizes. The obtained results show that 
FA identification can be performed with an F1 score of 0.81, when 
SVM is used as classification algorithm and documents are 
represented with a binary codification of the bag-of-words model with 
reduced vocabulary.  

Keywords: Wikipedia, Information Quality, Featured Article, Support 
Vector Machine  

1. Introduction 

The online encyclopedia Wikipedia is one of the largest and most popular 
user-generated knowledge sources on the Web. Given the nature of user-
generated Web content is commonly suspected of containing low-quality 
information. In particular, this question also applies to Wikipedia since its 
authors are heterogeneous and contributions are not reviewed by experts 
before their publication. Besides, considering the size and the dynamic nature 
of Wikipedia render a comprehensive manual quality assurance infeasible. 
Information Quality (IQ) is a multi-dimensional concept and combines 
criteria such as accuracy, reliability and relevance. A widely accepted 
interpretation of IQ is the “fitness for use in a practical application” [1], 
i.e., the assessment of IQ requires the consideration of context and use case. 
Particularly, in Wikipedia the context is well-defined, namely by the 
encyclopedic genre. It forms the ground for Wikipedia’s IQ ideal, which has 
been formalized within the so-called featured article criteria.1 Having a 

                                                           
1  http://en.wikipedia.org/wiki/Wikipedia:Featured_article_criteria. 
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formal definition of what constitutes a high-quality article, i.e., a featured 
article (FA) is a key issue; however, as indicated in [2], at present less than 
0.1% of the English Wikipedia articles are labeled as featured. 
A variety of approaches to automatically assess quality in Wikipedia has been 
proposed in the relevant literature. According to our review, there are three 
main research lines related to IQ assessment in Wikipedia, namely: (i) 
Featured articles identification [3‒6]; (ii) Development of quality 
measurement metrics [7, 8]; and (iii) Quality flaws detection [9, 10]. In this 
paper we will concentrate on the first research trend mentioned above. 
Since Wikipedia articles are collaboratively written and mainly maintained by 
volunteers, the rationale behind the idea: “the higher the number of edits and 
the number of editors; the higher should be an article’s quality” is very reaso
nable. Indeed, Wilkinson and Huberman [3] provide strong evidence that FA  
can be distinguished from non-FA by the number of edits and distinct editors. 
They also found that FA are characterized by a higher degree of 
cooperation, which is quantified by the number of revisions of the particular 
Wikipedia discussion pages. This finding agrees with the results reported 
in [7,11] on that production and cooperation among members of a wiki 
community allow quality content to emerge.  
It is worth mentioning that in order to correctly identify FAs, it is not necessary to 
analyze complex patterns of author’s interaction or edit history, as mentioned 
above. In fact, there exists a very simple approach [4] which have shown that a 
single word count feature can compete with sophisticated features when 
classifying FA and random articles, by achieving an accuracy of 0.96 when 
classifying an unbalanced test corpus composed by 1554 FA and 9513 random 
articles. Likewise, a novel approach [6] employs character tri-grams to classify a 
balanced set of FA and non-FA. With this method, originally applied for writing 
style analysis, an F1 score of 0.96 for FA identification was achieved. 
Most of the aforementioned approaches have been proposed for the English 
Wikipedia, that containing more than 4500000 articles ranks among the top 
ten most visited Web sites in the world.2 With 1110254 articles, Spanish 
Wikipedia ranks eighth in the list after Dutch, German, Swedish, French, 
Italian and Russian languages. In spite of being one of the eleven versions 
containing more than 1000000 articles,3 few efforts have been made to assess 
IQ on Spanish Wikipedia. According to our literature review, [12] is the most 
relevant work related to IQ in Spanish Wikipedia and it can be characterized 
as belonging to the second main research trend mentioned above, viz. the 
development of quality measurement metrics. 
In [12], Druck et al. examine the problem of estimating the quality of new 
edits in Wikipedia using implicit feedback from the community itself. That 
is, by observing the community’s response to a particular edit, edit’s quality 
can be estimated. The proposed quality metrics are based on the assumption 
that edits to an article that are retained in subsequent versions of the article 
                                                           
2 Alexa Internet, Inc., http://www.alexa.com/siteinfo/wikipedia.org 
3 http://meta.wikimedia.org/wiki/List_of_Wikipedias 
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are thus of high quality, whereas edits that are quickly removed are of low 
quality. Hence, these community-defined measures of edit quality are learnt 
in statistical models to predict the quality of a new edit. Quality is predicted 
using features of the edit itself, the author of the edit, and the article being 
edited. Besides, a specific analysis of the model parameters is provided to 
determine which features are the most useful for predicting quality. 
Despite the fact that the work performed by Druck et al. is a highly valuable 
step for automatic assessment of IQ in Spanish Wikipedia, the authors state 
that they originally intended to develop these ideas for the English Wikipedia 
and due to several consecutive failures in the complete history dump of the 
English version, they decided to work with the Spanish version. 
In this respect, the contribution of our work relies on providing empirical 
evidence for IQ assessment in Spanish Wikipedia, a research trend not 
currently explored as it should, despite the practical relevance it has. We 
present the first study proposed to automatically identify FA in Spanish 
Wikipedia. Our research question concerns verifying if successful approaches 
for the English version like word count [4] and style writing [6] also work for 
the Spanish version, and if not, which changes are needed to accomplish a 
successful identification. With this aim, in Sect. 2, we formally state the 
problem faced in this work and we provide further details of existing 
approaches for the English Wikipedia. Section 3 describes the experimental 
design and results obtained to answer the research question posed above. 
Moreover, it compares our findings with results obtained for the English 
version. Finally, Sect. 4 offers the conclusions and briefly introduces future 
work. 

2. Method 

Given the question: Is an article featured or not? we have followed two 
approaches to answer it; videcelit, the word count discrimination rule [4] and 
binary classification with character n-grams vectors [6]. 
The word count discrimination rule (for the English Wikipedia), consists of 
clasifying as FA those articles having more than 2000 words. Despite its 
simplicity, this discrimitation rule achieved an accuracy of 0.96 for an 
unbalanced corpus (ratio 1:6, featured:non-featured) [4]. Nonetheless, this 
approach is usually taken as a baseline since it does not really address the 
challenge of learning the gist of what characterize a FA. As shown in Sect. 3, 
if a corpus contains FA and non-FA of similar lenghts, then this 
discrimination rule decreases its classification performance. It is worth 
mentioning that in our case, we have followed this approach but the threshold 
value has been set accordingly to Spanish language. The specific details of 
this approach are described in Sect. 3.1.  
An n-gram vector of a text t is a numeric vector, where each dimension 
specifies the frequency of its associated n-grams in t. An n-gram in turn is a 
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substring of n tokens of t, where a token can be a character, a word, or a part-
of-speech (POS) tag.  
The Term Frequency * Inverse Document Frequency weighting scheme, 
commonly abbreviated as TF-IDF, was used for weighting the vector 
components. The term frequency TFd,i of the i-th term of the document d is 
the frequency of occurrence of the given term within the given text. Thus, TF 
is a text-specific statistic and it varies from one document to another, 
attempting to measure the importance of the term within a given document. 
On the other hand, the Inverse Document Frequency (IDF) is a global 
statistic and it characterizes a given term within an entire collection of N 
training documents. It is a measure of the Document Frequency (DF) of a 
given term i over the given collection (i.e., it calculates how widely the term i 
is distributed), and hence of how likely the term is to occur within any given 
document. The purpose is to sub-estimate those terms that occur in many of 
the documents of the collection and, therefore, which are not relevant (when 
a term DFi occurs in the N documents of the collection, its IDF value is equal 
to 0). In order to allow for variation in document size, the weight is usually 
normalized. The purpose and effect of weight normalization, is that the 
weight of a term in a given document (i.e., its importance) should depend on 
its frequency of occurrence with respect to the other terms of the same 
document, not on its absolute frequency of occurrence. Weighting a term by 
its absolute frequency would obviously tend to favour longer documents. 
The vector is called binarized if the occurrence or non-occurrence of an n-
gram is counted as 1 and 0, respectively. In particular, in [6] several n-gram 
vectors where evaluated to illustrate how writing style matters with respect to 
our classification task of FA versus non-FA identification. From the three 
experimental setups performed in [6], in our work we only address one, viz. 
to evaluate a classifier by tenfold cross validation within a single Wikipedia 
domain. As stated in [6], the rationale of this experiment is to minimize the 
influence of topical discrimination, which can occur when articles of more 
than one domain are shuffled.  

1.1 Terms Selection: the Information Gain Method 

The number of terms of any given collection of texts of medium size may be 
approximately ten of thousands. It is very important to optimize the list of 
terms that identify the collection. This optimization is focused to reduce the 
number of terms eliminating those with poor information. For computational 
efficiency reasons, in space and time, the study of methods for reducing the 
numbers of terms in the vocabulary results of great interest. Moreover, some 
of these techniques help to improve the results of categorization in 
determined data sets, once noisy vocabulary is eliminated. 
There are several methods for selecting the terms to remove [13], in our 
work, we have employed the Information Gain (IG) method [14]. IG 
measures the amount of information which contributes a term for the 
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prediction of a category, as a function of its presence or absence in a given 
text. The IG value of a term i is calculated as indicated in (1), where m is the 
number of existing categories, Pr(cj) the probability that a text belongs to the 
category j, Pr(i) the probability of occurrence of the term i in the text, Pr(cj|i) 
the probability that a text belongs to the category j given that the term i 
occurs in the text, and Pr(cj|¬i) is the probability that a text belongs to the 
category j given that the term i does not occur (¬i indicates no occurrence of 
term i). Once calculated the IGi value for all the terms, those terms with the 
highest values are selected because they are the most relevant for the 
category selection. 

 

  

  (1) 

   

3. Analysis 

In this section, we report on the experiments performed to assess the effec-
tiveness of the above-mentioned approaches for FA identification when arti-
cles from several domains are shuffled.  

1.2 Experimental Design 

Due to the lack of a standard corpus related to the study we have performed, 
we created two corpora, namely: a balanced corpus and an unbalanced 
corpus. It is worth noting that “balanced” means that FA and non-FA articles 
were selected with almost similar document lengths. In a similar manner, 
“unbalanced” refers to the fact that non-FA articles were randomly selected 
without considering their average lengths. Both corpora are balanced in the 
traditional sense, i.e., the positive (FA) and negative (non-FA) class contain 
the same number of documents. In particular, the balanced corpus contains 
714 articles in each category and the unbalanced one has 942 articles in each 
category as well.4 It is ensured that non-FA articles belonging to the balanced 
corpus has more than 800 words. 
The articles belong to the snapshot of the Spanish Wikipedia from 8th, July 
2013. Featured articles were identified by searching for files in the dump that 
                                                           
4 https://dl.dropboxusercontent.com/u/71979810/Corpus.tar.xz 
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contained the FA template in the Wikitext. As negative class, we used non-
FA that were selected from among the remaining articles in the dump. 
Wikitext files were parsed5 to get their corresponding plain texts, viz. without 
symbols belonging to the MediaWiki Markup Language. To get the character 
n-grams from the plain texts, we programmed our own Java application given 
that our experiments were intended to try several n-gram features in the 
document models. In particular, n-grams with n ∈ {3, 4, 5} were extracted for 
all the plain texts, and were used as features with a binary document model 
(bnn codification from the SMART nomenclature [15]) and an ntc TF-IDF 
weighting scheme (see also [15]). 
As stated in [6], POS n-gram vectors and character n-gram vectors are 
writing-style-related since they capture intrinsics of an author’s text synthesis 
traits. Likewise, character n-grams unveil preferences for sentence transitions 
as well as the utilization of stopwords, adverbs, and punctuation. In 
particular, in articles written in English, character tri-grams have shown to be 
very discriminative features for writing style analysis [16]. That is why, 
in [6], character tri-grams vectors are used to represent the articles. 
In our case, given that we are working with the Spanish version of 
Wikipedia, also 4-grams and 5-grams were evaluated. This is due to the fact 
that many stopwords and adverbs are characterized better in Spanish with 
larger character n-grams (n > 3). For instance, many adverbs of place like: 
aquí, allí, allá, abajo, cerca, lejos, atrás, etc. are fully encompassed in 4-
grams or 5-grams and the same occurs for many other kind of adverbs. 
To perform the experiments we have used the WEKA Data Mining 
Software [17], including its SVM-wrapper for LIBSVM [18]. All the results 
presented in Table 1 are average values obtained by applying tenfold cross-
validation. For SVM, results have been obtained with the linear kernel. Parameter 
C = 25 was experimentally derived ranging its values in the set {2-5, 2-3, 2-1, . . . , 
213, 215}. It is also a good theoretical compromise value, since having lower 
values for this parameter gets wider margins for the hyperplane drew by the 
classifier, thus allowing more misclassified documents. Conversely, having high 
penalty values (e.g., C = 215), may yield in an over-fitting of the model and hence 
a poor capability of generalization of the classifier. 

1.3 Results 

To begin with, we evaluated the word count discrimination rule. In this 
context, classification performs as follows: each article having more words 
than a certain discrimination threshold empirically derived, is predicted as 
featured and as non-featured instead. As it can be observed in Fig. 1, for the 
unbalanced test set this rule achieved an F1 score of 0.91, when the threshold 
was set to 3070 words. Likewise, for the balanced test set it achieved an F1 
score of 0.66 for a discrimination threshold of 955 words. Naturally, when 

                                                           
5 http://medialab.di.unipi.it/wiki/Wikipedia_Extractor. 
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FA and non-FA articles’ average length are similar, the performance of this 
discrimination rule decreases. Likewise, for the unbalanced setting, it was 
expected that for the Spanish version the discrimination value would be 
greater than 2000 words (as reported in [4]) since articles in this language 
tend to be longer than in English.  
As mentioned in Sect. 2, the word count discrimination rule has been taken as a 
baseline since it does not really address the challenge of learning the gist of what 
characterize a FA. In opposition, having an explicit document model for the 
articles (in our case, n-gram vectors and bag-of-words (BOW)) should help in 
capturing those aspects characterizing a FA. In this respect, Table 1 shows all the 
results we have obtained from our different experimental settings.  
Last four columns of Table 1 presents the results for NB and SVM classifiers 
with TF-IDF and binary document models for the unbalanced corpus. As 
expected, SVM performs slightly better than NB in both document models, 
and the performance of both classifiers clearly improves for the case of the 
binary vector. It is worth mentioning than for the binary representation of 
documents, both classifiers perform as good as the baseline of F1 = 0.91, and 
that SVM performs best for all the space features, achieving the highest F1 
score of 0.94 for 3-gram and 4-gram features. This finding agrees to that 
previously mentioned, i.e., if the document model is appropriate in 
characterizing FAs, then a binary classifier performs better than the baseline.  
Given that FA discrimination is an easy task for the unbalanced corpus, we 
did not perform any further kind of analysis for this corpus, like performing 
an operating point analysis on the parameters of SVM classifier or verifying 
the impact that vocabulary size reduction has in classification performance.  
Regarding the balanced corpus, the binary document model also outperforms 
the ntc TD-IDF weighting scheme, but in this case, the differences in 
performance are not that significant than that for the unbalanced corpus; 19% 
of average improvement (over all features) for the unbalanced setting against 
13% of the balanced setting, considering the SVM classifier with full 
vocabulary size. Besides, SVM is the best performing classifier when applied 
to a binary vector representation with full vocabulary size, being 0.8 the best 
F1 score achieved when 4-grams are used as features.   
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Fig. 1. Experimental setting of the word-count discrimination threshold. Y axis pre-
sents F1 score of classification performance with respect to the number of words used 

as discrimination threshold (X axis). 

 
Table 1. F1 performance values for all the combinations of features and vocabulary 

sizes with both classification approaches on balanced and unbalanced test sets 

Corpora Balanced test set Unbalanced test set 
Weighting TF-IDF Binary TF-IDF Binary 
Classifier SVM NB SVM NB SVM NB SVM NB 

Vocabulary 
Features 100% 10% 100% 10% 100% 10% 100% 10% 100% 100% 100% 100% 

3-grams 0.69 0.68 0.68 0.75 0.77 0.73 0.73 0.75 0.79 0.77 0.94 0.90 
4-grams 0.70 0.73 0.61 0.71 0.80 0.74 0.73 0.74 0.78 0.75 0.94 0.91 
5-grams 0.70 0.71 0.64 0.69 0.79 0.70 0.72 0.73 0.78 0.76 0.93 0.91 

BOW 0.69 0.72 0.66 0.78 0.77 0.81 0.70 0.74 0.77 0.76 0.93 0.90 

Despite the fact that F1 = 0.8 is a good result, if compared to the performance 
value of F1 = 0.96 reported in [6], the result is not that satisfactory. That is 
why, we performed an operating point analysis on SVM different kernels and 
its related parameters. We found out that no improvement is achieved for the 
binary vector representation with full vocabulary size. This fact indicates that 
the classification problem we are facing is not linearly separable, and the 
kernel tricks do not help at all given the input (features) space we are using. 
That is why, we carried out the same experiments for a reduced space of 
features selecting them by the IG method. As mentioned above in Sect. 2.1, 
there are studies which have shown that reducing the vocabulary can help the 
classification performance in some application domains. Besides, in our 
particular case, reducing the input space of the classifier could help when 
trying other kernels than the linear one, i.e., the feature space obtained by the 
kernels from a reduced input space could be more prone to be linearly 
separable than in the original case.  



COMPUTER SCIENCE & TECHNOLOGY SERIES                                                                               179 

Table 1 shows the results for a reduced vocabulary of 10%, for the balanced 
corpus only. As it can be observed, NB increases its performance for the ntc 
TF-IDF document model with reduced vocabulary and a slightly 
improvement is also achieved for the binary vector representation. Given that 
NB is a statistical classifier which obtains/approximates the a-
priori/conditional probabilities from the training set, one noisy vocabulary is 
removed, its classification performance increases. SVM also increases its 
performance with a reduced vocabulary for the ntc TF-IDF document model 
but the improvement is less important than for NB. Conversely, for the binary 
document model with reduced vocabulary SVM did not improve its 
performance except for the case when BOW is used as features. The F1 score 
achieved for this case is 0.81. 
Finally, in order to explore if F1 = 0.81 could be improved, for the binary 
document model with reduced vocabulary we performed an operating point 
analysis with the RBF kernel and the polynomial kernel as well. The obtained 
results were similar to the ones achieved by the linear kernel. In particular, γ 
values very close to zero (e.g., 2-5 or lower) and C = 25 (or higher) reported 
the best values for the RBF kernel, thus yielding a configuration quite close 
to a linear kernel. Similarly, d = 3, r = 1 and C = 25 (or higher) reported an F1 
= 0.81, for the polynomial kernel, hence no improvement was accomplished.  
It is well known that increasing γ and d parameters from the RBF and polynomial 
kernels allow a more flexible decision boundary. A more flexible decision 
boundary in the input space means having more dimensions in the feature space 
generated by the kernels. Besides, setting r = 1 helps learning since this parameter 
role is the same that setting the bias b = 1 in Artificial Neural Networks. Thus, 
based on the theoretical properties of the kernels and given 
that the empirical performance achieved is not better than a linear kernel, we 
can conclude that the document models we are using should be improved in o
rder to get a better performance close to that of F1 = 0.96, achieved for the 
English Wikipedia.  
Finally, it is worth mentioning that considering the reduced vocabularies for 
the BOW feature, both document codifications have the words: 2012, 2011, 
2010, nacionales, república, participación, presidencia, sede and partido, 
ranked in the first twenty positions. In our view, this is due to the fact that 
History domain is the only one with more than 100 FA in the Wikipedia 
snapshot we are using. Hence, words and years related to history, would 
naturally be the most discriminative terms to distinguish FA versus non-FA. 
Likewise, for the ntc codification of TD-IDF, ranked among the first ten 
positions we also find the terms: enlaces, externos, notas and  
bibliografía which refer to a proper structure of an article, which is 
accomplished by each FA. 
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4. Conclusions 

In this work we have evaluated two approaches for FA identification in 
Spanish Wikipedia, videlicet, the word count discrimination rule and binary 
classification with character n-gram vectors. These approaches, originally 
proposed for the English Wikipedia have shown their good performances 
(see [4] and [6]). One contribution of our work is presenting the first 
empirical comparison of the above-mentioned approaches for English and 
Spanish Wikipedias.  
Given the basic principle underlying the word count discrimination rule, 
when the discrimination threshold is properly set, it performs well for corpora 
where average lengths of FA and non-FA are dissimilar. Tri-grams vectors 
have been proven to be very effective for FA discrimination in the English 
Wikipedia but for the Spanish version, BOW and n-grams with n > 3 
performed better in general. As mentioned above, this can be due to the case 
that in Spanish many kind of adverbs are fully encompassed in 4-grams or 5-
grams. The best F1 scores achieved were 0.8 and 0.81, when SVM is used as 
classification algorithm, documents are represented with a binary 
codification, and 4-grams and bag-of-words are used as features, 
respectively. 
In order to have a proper explanation on the poor performance achieved with 
the (most popular) ntc weighting scheme, we should evaluate the 20 
combinations resulting from the SMART codification nomenclature. As 
shown in [19], the best weighting scheme heavily relies upon the collection 
used. This issue will be explored as future work. Moreover, we also plan to 
continue evaluating existing approaches for the English Wikipedia on the 
Spanish Wikipedia, but on all the research trends mentioned in the 
introductory section. 
To conclude, it is worth mentioning that an important “by-product” of the 
empirical study performed and the conclusions derived in this work, is the 
compilation of a corpus to study classification techniques for FA vs. non-FA 
discrimination for the Spanish Wikipedia. To the best of our knowledge, this 
is the first existing corpus for this classification task for Spanish language. 
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Abstract. This work studies the survivable optical network design 
problem subject to simple node failure where disruption by 
network reconfiguration degrades the Quality of Service. The 
impact of the number of reconfigurations when a node fails over 
other objective functions is critical. Therefore, a Multi-Objective 
Ant Colony Optimization (MOACO) Algorithm is proposed, 
which tries to find the best network design as well as the primary 
and back-up multicast trees considering a multicast request set. 
The MOACO algorithm simultaneously minimizes the network 
design cost, the maximum end-to-end optical delay, the total 
number of reconfigurations and the maximum number of 
reconfigurations. The experimental results over different instances 
show the benefits of the proposed approach front to two state-of-
the-art protection approaches based on total or partial 
reconfiguration. 

Keywords: Optical Networks, Multicast, Node Failure, 
Protection, Reconfiguration, Multi-objective Optimization, Ant 
Colony Optimization.  

1. Introduction 
Optical networks have evolved substantially to cope with the growth in 
traffic demand. [1]. High demand services for the last decade are multimedia 
and video conferencing among others. In this context, major architectural 
changes are given by (i) the WDM (Wavelength Division Multiplexing 
solution that has expanded the capacity of the optical fiber, and (ii) OXC 
(Optical Cross Connects) devices with which network scalability is achieved 
[1, 2].  
Several services demand multicast transmissions, which are transmitted on 
the network through light trees that connect one source node to other 
destinations nodes. Calculating light tree is known as the problem of MRWA 
(Multicast Routing and Wavelength Assignment). MRWA is a NP-complete 
problem and optical communications focus, in which RWA is a particular 
case where there is a source node and a single destination node [3].  
This paper addresses the problem of WDM networks design and protection 
against single node failures considering static multicast traffic in a multi-fiber 
network architecture without wavelength conversion and at the same time 

http://www.pol.una.py/
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improve the quality of service and total cost of the network. The problem 
addressed is called OM-PNF (Optical Multicast and Protection against Node 
Failures) [4]. The OM-PNF looks to calculated for each multicast request the 
primary light tree and a set of backup light trees for each failed node. In at time of 
network reconfiguration data losses are caused by unnecessary disruptions. These 
reconfigurations are generated by a network design in which the cost of it is 
prioritized. The OM-PNF has been discussed in literature without studying the 
problem of minimizing the reconfiguration [5, 4].  
In this context, the main contribution of this paper is to propose a system 
based on multi-objective ant colonies (MOACO, Multi-Objective Ant Colony 
Optimization) for calculating primary light trees and backups [6] in which it 
seeks to minimize not only the cost of network design approach but also the 
Quality of Service given in the end to end maximum delay, destinations total 
number of reconfigurations and destinations maximum number of 
reconfigurations; these last two are critical to the disruption of services.  
The rest of the article is organized as follows: The mathematical formulation 
of the problem is discussed in Section 2. In Section 3 the proposal of this 
work is presented. Experimental tests are discussed in Section 4. Finally, 
conclusions and future work are presented in Section 5.  

2. Problem Formulation 

For a correct reading of the mathematical formulation of the problem based 
on [4] the following symbols is proposed:  

|.|  Cardinality of a set.  
V  Set of network nodes.  
E  Set of network links. 
(i,j)∈ E  Link from node i to the node j; i,j ∈ V .  
G = (V,E) Network graph formed by V and E.  
V (i) ⊂ V  Subset of nodes; V (i) = V -{i}.  
E(i) ⊂ E  Subset of links; E(i) = E -{(i,j),(j,i):jV}.  
G(i) ⊂ G  Subgraph network; G(i) = (V (i), E(i)).  
s ∈ V  Source node of a multicast request.  
d ∈ V  Destination node of a multicast request.  
D  Set of multicast destinations nodes.  
m = (s, D) Multicast request.  
M  Set of multicast requests; M = {m1,m2,..,m|M|}  

k
ijf  k-th fiber optic in link (i,j).  
k

ij  Light link consisting of the λ-th wavelength in the k-th fiber optic 
in link (i,j).  

tm  Tree light to a request m; tm = (V ′,ℓ) with V ′ ⊆ V and ℓ ={ k
ij } 

with V ′ ={i1,i2,…,in} where s ∈ V ′, D ⊆ V ′.  
sd
mp   Light path between node s and a node d in tm; pm

s,d = (V ′′,ℓ) where 
V ′′ ⊆ V ′ , V′′ = {i1=s,i2,…,in=d}.  
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λi,j
m  Wavelength assigned to tm in link (i,j).  

T  Tree set light to set M; T = {t1, t2,…, t|M|}.  
Tp  Set of primary light trees for all M in graph G.  
Ts

i  Set of secondary light tree to set M in sub-graph G(i).  
msd
ijX  Variable indicator, if k

ij ∈
sd
mp  then 1msd

ijX , otherwise  

0msd
ijX .  

Ri,j  Distance between node i and j node in kilometers.  
R =[Rij]  Matrix distance between nodes.  
K ∈ N  Maximum number of optical fibers per link.  
Fi,j ≤ K  Number assigned to optical fiber link (i,j).  

k
ijF  Variable indicator, if link (i,j) has assigned k-th optical fiber then 

k
ijF  = 1, otherwise k

ijF = 0.  

F =  k
ijf  Fiber optic vector location.  

k
ijA  Variable indicator, if the k-th fiber optic in link (i,j) has allocated 

an amplifier then k
ijA  = 1, otherwise k

ijA = 0.  

A =[ k
ijA ]  Amplifiers vector location.  

Bi  Number of light splitters in node i.  
B =[Bi] Light splitters vector location.  
Γ  Solution to OM-PNF problem; Γ ={A,B,F,Tp,T1

s,T2
s,…,T|V|

s}.  
Λ  Maximum number of wavelengths carrying WDM system.  
Ci,j  Cost of link (i,j).  
Ci  Cost of node i.  
cf  Cost of optical fiber per kilometers.  
ca  Cost of amplifiers per kilometers.  
cb  Cost of a light splitter.  
cw  Cost of a WDM system (MUX, DEMUX).  
cw

p  Cost of a WDM port.  
co

p  Cost of a OXC port.  
k

ijS  Signal strength of light link k
ij .   

Nw(i)  Number of multiplexers/demultiplexers in node i.  
Nw

p(i)  Number of multiplexer port in node i.  
No

p(i)  Number of OXC ports in node i.  
Nb(i)  Number of light splitters in node i.  
Os  Max output ports of a light splitter (fan-out).  

 

Given a graph G which represents the optical network and a set of multicast 
requests M, the OM-PNF problem can be treated as a Multi-objective 
Optimization Problem [7] where the best Γ solution is sought, and it 
simultaneously seeks to minimize the cost of network f1, the maximum delay 
f2, the total number of adjustment reconfigurations f3, and the maximum 
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number of adjustment reconfigurations f4, subject to constraints of the 
continuity of light e1, wavelength used e2, receiving minimum power e3, 
maximum number of optical fibers per link e4 and maximum number of 
branches per node in a light tree e5.  
At this point it should be noted that the reconfiguration of primary light trees 
is done for two reasons: (1) when a node i ∈ tm fails, and (2) when a resources 
optimization is needed. In the latter case it is called adjustment 
reconfiguration which we want to minimize as Quality of Service.  

Objective Functions 

 Network Cost [8, 4]:  
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 Maximum Delay [9, 4]:  

}:max{)(2  TTf  
 

(5) 

 where ΔT is the maximum delay for the whole light trees T set:  

 (6) 
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The details of network components are as follows:  

 Number of multiplexers and de-multiplexers:  





Vj

jiijw FFiN )()(  (9) 

 Number of WDM ports (multiplexers and de-multiplexers):  





Vj

jiij
p
w FFiN )()(  (10) 

 Number of ports in optical switches:  

)()( iNiN p
w

p
o   (11) 
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Constraints 

 e1 - Wavelength continuity: each tree light t must use the same 
wavelength on all links that belong to it.  

 m
ij ,   Tttji  ,),(  (12) 

 e2 - Wavelength Use: whether k
ij a tm light tree, any two light trees 

tma y tmb They cannot use the same wavelength λ in the same optic 
fiber k

ijf .  

 k
ijm

k
ijm ba

  , t  (13) 

 e3 - Minimum power on links: each light link tk
ij 
 must transmit 

an k
ijS  greater than or equal to a power Smin given the sensitivity of 

the optical sensors in the receiver.  

 

minSS k
ij  ,  ttk

ij ,  (14) 

 e4 - Maximum number of optical fibers per link: each link (i,j) ∈ E 
may be assigned at most K optical fibers.  

EjiKFij  ),(,  (15) 

 e5 - Max fan-out: each light tree t may have a maximum number of 
branches in each network node; this is subject to the number of 
output ports of each light splitter.  

  ViOs
k
ij

k
ij

k
ij n

 ,,...,,
21

   

 
 

(16) 

 where Ni = {j1,j2,…,jn} are n adjacent nodes to node i; therefore, k
ij  

are light links that leave node i and reach adjacent nodes Ni. 
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3. Proposed Solution 

Several approaches to MOP problems have been proposed in the literature 
[10]. The algorithm proposed in this paper is based on MOACO [6] for the 
OM-PNF problem, which uses a colony of H ants and a pheromones matrix τ 
to build in every generation w solutions Γ. Each solution Γ consists of a 
primary light tree and |V| protection/secondary light trees. For each multicast 
request, a fail in node i will activate protection light trees Ts

i, simultaneously, 
the primary light trees Tp will be disabled according to the policy used. 
Basically, the ant progressively build a tree of light from the node s to reach 
all nodes d ∈ D used as a means of decision pheromone matrix τ and 
visibilities η. During processing the ant adds light links to tm while checks 
whether you need to add light splitters, amplifiers and optical fibers. Once it 
reaches all destinations it proceeds to eliminate those light links that makes 
free branches.  

3.1 Proposed Approach Protection 

Once a primary light tree tm ∈ Tp is built, for each network node i secondary 
light trees must be constructed. State of the art works as [5] propose two 
approaches, total and partial reconfiguration, which generate particular 
solutions. We propose a general approach based on Hybrid Reconfiguration 
for building secondary light trees, which exploits the benefits of above 
approaches.  
In partial reconfiguration search space is much lower while in total 
reconfiguration the chance to find less expensive solutions is much higher. 
The approach of hybrid reconfiguration receives as a parameter a sub-graph 
G(i) which is composed by nodes and links of the original graph, except the 
node that we assume failed and its links to adjacent nodes, a set of requests M 
for the current solution, the set of primary trees of active sessions, the failed 
node to generate the corresponding protection and returns the subset of 
primary trees Mi to be reconfigured. Calculating set Mi has two parts: (a) 
resources sessions traversing the failed node are released and these sessions 
are added to the subset of sessions Mi to reconfigure. (b) A random selection 
of other sessions that are unrelated to the failed node, to also be added to the 
sub-set Mi it is then performed. Note that if the set Mi = M is a total 
reconfiguration and if Mi ={m; tm Ti

s} is a partial reconfiguration, which are 
particular cases of hybrid reconfiguration approach.  
 

3.2   Proposed Objective Functions 

The work of the state of the art [4] proposes not only minimize the cost of 
network design but also the quality of service considering only the maximum 
delay end to end. This paper also proposes the Quality of Service given in the 
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packet loss caused by disruptions during reconfiguration of the primary light 
trees. In this context, it is considering total reconfiguration of the solution and 
the maximum perceived by a multicast session as a measure of fairness.  

In order to guide the MOACO rapid convergence is used as heuristics the 
local visibility η; which it consists of the visibility distance ηd = [ij

d] 
associated to cost and delay, optical fiber visibility ηλ =[ij

]associated to 
cost, and reconfiguration visibility ηr =[ij

r] associated with the disruption. In 
the latter case visibility is the weight that is given to links used in the primary 
tree in order to re-use similar main routes in the protection.  

4. Experimental Tests 

The simulations have been developed in National Science Foundation 
Network (NSFNet) topology that consists of 14 nodes and 42 links [10]. The 
algorithms were implemented in Java programming language and it is 
executed on a computer with the following characteristics: Intel Core i7-
2670QM CPU 2.2GHz, 4GB RAM and ArchLinux 64bit as OS. They have 
been used 25 different loads to the tests summarized in Table 1. The network 
architecture and setting used in tests are summarized in Table 2.  

 
Table 1: Test Scenarios 

 
 

Number of Sessions per node Number of destinations per session 
  

4 3 
6 6 
8 8 
10 10 
12 13 

  

 
 

 
Table 2: Experimental Parameters 

   

Network Architecture   Symbol   Details  
   

Number of wavelengths   λ    10  
Maximum number of Light Splitters    Os    3  
Minimum power    Smin    0.33  

   

ACO Settings 
     

Number of ants    H    40  
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% Pheromone evaporation    p    0.1  
Importance of pheromones    α    1  
Importance of Visibility    β1    Random(0,100)  
Importance of Visibility    β2    Random(0,100)  
Importance of Visibility    β3    Random(0,100)  
Pseudo-random Probability    0.9    see [6]  
Fiber Optical Cost    cf    0.1 per kilometer 
Optical Amplifiers Cost    ca    0.6 per kilometer 
WDM System Cost    cw    6  
WDM Port Cost    cw

p    0.5  
OXC Port Cost    co

p    0.6  
Light Splitter Cost    cb    2  

   

 

A set Alg = {MOACO-PNF-RT, MOACO-PNF-RP y MOACO-PNF-HI} of 
implemented algorithms for testing is defined, where RT is the total 
reconfiguration, RP is the partial reconfiguration and HI is the hybrid 
reconfiguration. For each multicast group M, sets of solutions were 
calculated. For each algorithm a ∈ Alg, 10 runs were performed. For every 
algorithm 10 set of non-dominated Ya = {Ya

1, Ya
2,...,Ya

10} calculated one was 
obtained per each run. For each algorithm is obtained an approximate Pareto 
set Fa

known by removing dominated solutions Ya. The stopping criterion for 
each run was 30 minutes, experimentally adopted. In brief 10 runs * 3 
algorithms * 25 multicast groups * 1 Topology were performed; totaling 375 
hours of experimental tests. The distances between adjacent nodes were 
obtained from [8].  

Results are presented using the metric comparison of dominance between 
Pareto fronts [7] which are detailed below.  

Total reconfiguration performance:  
The results demonstrate certain dominance on partial solutions and 
hybrid reconfiguration, only when each destination session takes 
every available node in the network (Broadcast). This dominance as 
shown in Figure 1 is substantially greater on the partial 
reconfiguration than over hybrid reconfiguration solutions.  
 
 

Partial reconfiguration performance:  
The set of solutions of partial reconfiguration (Figure 2) completely 
dominates total reconfiguration solutions only in cases where the 
number of destinations per session is three. While the dominance of 
hybrid reconfiguration solutions, ranging from twelve to seventy-
five percent in cases where the number of possible destinations is 
not the highest.  
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Hybrid reconfiguration performance:  
The solutions provided by the hybrid reconfiguration (Figure 3) 
denote a wide dominance over total reconfiguration solutions in 
cases where the number of destinations is less than the maximum 
number of possible destinations, while this dominance is reduced 
when the number of destinations per session is maximum, but, 
occurring the opposite on partial reconfiguration solutions. This 
demonstrates a wide dominance only in some cases in which the 
number of destinations per session is the maximum number of 
possible destinations. 
 

 

 

Fig. 1: Percentage dominance of RT (Total reconfiguration) solutions over RP (Partial 
Reconfiguration) and HI (Hybrid Reconfiguration) solutions. 

 
 

 

 

Fig. 2: Percentage dominance of RP (Partial Reconfiguration) solutions over RT 
(Total Reconfiguration) and HI (Hybrid Reconfiguration) solutions. 
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Fig. 3: Percentage dominance of HI (Hybrid Reconfiguration) solutions over RT 
(Total Reconfiguration) and RP (Partial Reconfiguration) solutions. 

 
 

5.  Conclusions and Future Work 

This paper has developed a MOACO algorithm for WDM networks design 
for static multicast traffic subject to recovery against single node failure 
considering partial, total and hybrid reconfiguration. Note that 
reconfiguration has been considered as a critical problem given that is 
associated with data loss by disrupting. The proposed algorithm designs the 
network, primary and backup routes. Studies indicate that hybrid 
reconfiguration is promising to outperform the total and partial 
reconfiguration.  
As future work, it can be considered the problem of wavelength converters 
location and further testing in other topologies.  

References 

1.   C. S. R. Murthy, WDM optical networks: Concepts, design, and algorithms, P. H. 
PTR, Ed., New Jersey, 2002.  

2. B. Mukherjee, “WDM optical communication network: Progress and challenges,” 
IEEE J. Select. Areas Commun., vol. 18, pp. 1810–1824, Sept. 1989.  

3. Y. Xin and G. N. Rouskas, “Multicast routing under optical layer constraints,” in 
INFOCOM 2004. Twenty-third Annual Joint Conference of the IEEE Computer 
and Communications Societies, vol. 4. IEEE, 2004, pp. 2731–2742.  

4. A. Vazquez, D. P. Pinto-Roa, and E. Davalos, “Optical multicast with protection 
against node failure an approach based on MOACO,” in Computing Conference 
(CLEI), 2013 XXXIX Latin American, Oct 2013, pp. 1–9.  

5. K. Luekijna and C. Saivichit, “Multicast traffic reconfiguration in WDM network 
for single node failure design,” in Advanced Communication Technology, The 9th 
International Conference on, vol. 3. IEEE, 2007, pp. 1833–1838.  



196                       XX ARGENTINE CONGRESS OF COMPUTER SCIENCE SELECTED PAPERS 

6. M. Schaerer and B. Barán, “A multiobjective ant colony system for vehicle routing 
problems with time windows,” in Proc. Twenty first IASTED International 
Conference on Applied Informatics, Insbruck, Austria, 2003, pp. 97–102.  

7. C. A. Coello Coello, B. Lamont, Gary, and D. A. van Veldhouzen, Evolutionary 
algorithms for solving multi-objective problems. Springer. 2007.  

8. D. P. Pinto-Roa, “Multi-objective Design of WDM Networks. An approach based 
on Evolutionary Algorithm,” Ph.D. dissertation, Polytechnic School UNA, San 
Lorenzo - Paraguay, September 2011.  

9. B. Mukherjee, D. Banerjee, S. Ramamurthy, and A. Mukherjee, “Some principles 
for designing a wide-area WDM optical network,” Networking, IEEE/ACM 
Transactions on, vol. 4, no. 5, pp. 684–696, 1996.  

10. A. Arteta, B. Barán, and D. P. Pinto-Roa, “Routing and wavelength assignment 
over WDM optical networks: a comparison between MOACOS and classical 
approaches,” in Proceedings of the 4th international IFIP/ACM Latin American 
conference on Networking. ACM, 2007, pp. 53–63.  



COMPUTER SCIENCE & TECHNOLOGY SERIES                                                                               197 

Evaluation of Scheduling Algorithms on an 

Asymmetric Multicore Prototype System1 

ADRIÁN POUSA1, JUAN CARLOS SAEZ
2
, ARMANDO DE GIUSTI

1
,  

MANUEL PRIETO MATIAS2 
 

1 III-LIDI, School of Computer Science, National University of La Plata, 

Argentina 

{apousa,degiusti}@lidi.info.unlp.edu.ar 

 

2 Complutense University of Madrid, Spain 

{jcsaezal,mpmatias}@ucm.es 

 

Abstract. Single-ISA (instruction set architecture) asymmetric 

multicore processors (AMPs) were shown to deliver higher 

performance per watt and area than symmetric CMPs (Chip Multi-

Processors) for applications with diverse architectural requirements. 

AMPs combine complex and high performance fast cores with low 

power slow core. Previous work has proposed various scheduling 

algorithms for AMPs, which have been mostly evaluated by means of 

emulated asymmetric platforms or simulators. In this article, we carry 

out the experimental analysis of some state-of-the-art scheduling 

schemes for AMPs on the Intel QuickIA, an asymmetric multicore 

prototype system. For the analysis, we implemented these schemes in 

a real operating system, and evaluated them using multi-program 

workloads. A key aspect of the implementation of these algorithms is 

the methodology proposed to approximate at run time the relative 

benefit that an application obtains by running on a fast core with 

respect to a slow core.  

Keywords: AMP, Asymmetric Multicore Processors, process 

scheduling, operating system. 

1.  Introduction 

Asymmetric multicore processors (AMPs) integrate in a single chip several 

types of cores with different characteristics (frequency, microarchitecture or 

power consumption), but with the same instruction set architecture. Previous 

research has shown that AMPs offer better performance per watt and area 

unit than symmetric multicores [9,1]. It has also been shown that using two 

                                                           
1  This paper is part of the existing collaboration between UNLP and UCM, Project 

B/024918/09 - Training in Advanced Computing, approved by the Spanish Agency 

for International Development Cooperation (AECID). 
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types of cores only (“fast” and “slow”) in the chip results in a very efficient 

utilization of processor area and considerably simplifies the design [9]. The 

recent appearance of the ARM big.LITTLE [2] processor and the Intel 

QuickIA prototype [4] demonstrates that main manufacturers are interested in 

this type of asymmetric designs. 

Despite the advantages of AMPs, these pose significant challenges to the 

operating system. One of the most significant challenges is how to efficiently 

distribute fast core cycles among the applications that share the system. Most 

proposals in this area seek to maximize global performance or throughput 

[9,17,12,8]. To make this possible, the scheduler must map to the fast cores 

those applications that benefit the most when run on fast cores versus slow 

cores [17,8,12]. In this article, we refer to this benefit as the application 

speedup on the AMP.  

Other relevant objectives, such as providing fairness in the distribution of fast 

core cycles or supporting priorities, have received less attention. Notably, a 

few scheduling proposals aim to improve fairness in AMP environments by 

distributing fast cores equally among the various applications [3,10] or by 

ensuring that all applications experience the same performance slowdown 

when sharing the system relative to running alone on the platform. 

Most scheduling schemes proposed for AMPs have been evaluated on 

emulated asymmetric platforms (e.g., cores with different frequencies) or 

using simulators. In this paper, we analyze fairness and throughput delivered 

by some of the state-of-the art scheduling algorithms for AMPs on the Intel 

QuickIA [4]. One of the most significant challenges when implementing 

these algorithms on a real operating system, such as the one carried out for 

this work is designing a mechanism to determine speedup at run time. In this 

article, we propose a systematic methodology to obtain speedup estimation 

models. 

The rest of the paper is organized as follows: Section 2 presents the metrics 

used for the experimental analysis. Section 3 describes the schedulers that 

were analyzed. Section 4 outlines the process for generating the speedup 

estimation model. Section 5 presents and analyzes the experimental results 

obtained on the real asymmetric system. Finally, Section 6 presents related 

work, and Section 7 concludes. 

2. Metrics 

To quantify throughput on AMPs, we opted to use Aggregate speedup, which 

is defined as follows: 

                   ∑
        

         

  

 

   

 
(1) 

where n is the number of applications in the workload, CTSlow,i is the 

completion time of application i when it runs alone in the AMP and uses 
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small cores only, and  CTSched,i is the completion time of application i under a 

given scheduler. 

Furthermore, we define a scheduler to be fair if equal-priority applications 

suffer the same slowdown due to sharing the system with respect to the 

situation in which the whole system is available to each application [11,5]2.  

Therefore, we opted to use this definition and employ the unfairness metric 

[11,5], which is defined as follows:  

 

            
                          

                          
 

(2) 

 

where Slowdowni  =  CTSched,i/CTFast,i, and CTFast,i is the completion time of 

application i when running alone in the AMP (with all the fast cores 

available).  

3. Scheduling Algorithms for AMPs 

In this paper, we carry out an experimental analysis of some of the state-of-

the-art scheduling algorithms for AMPs, such as RR (Round Robin), Prop-SP 

(Proportional-SPeedup), HSP (High-SPeedup) and A-DWRR. 

For this analysis, we have implemented these algorithms in the Linux kernel. 

 

RR [3,12] distributes fast cores equally among all workload applications 

without knowing their speedups. Previous research has shown that this 

algorithm has a more deterministic behavior and its performance is better on 

AMPs than that of default schedulers in current operating systems [13]. For 

this reason, RR has been widely used as baseline for comparison with other 

algorithms. 

Prop-SP [16] is an algorithm designed to improve the throughput-fairness 

trade-off. To do so, Prop-SP assigns to each application a fraction of fast core 

time that is proportional to the application’s dynamic weight, defined as the 

product of its static weight and its net speedup (speedup minus one). The 

static weight is derived from the priority of the application, which is set by 

the user. The speedup is approximated at run time by the scheduler by means 

of estimation models (with no interaction from the user). We will refer to this 

implementation of the algorithm as Prop-SP (dynamic). The effectiveness of 

this algorithm strongly depends on the accuracy of speedup predictions, so 

for the sake of completeness, we compared it with a static variant of the 

algorithm, – Prop-SP (static), – which uses speedup values measured offline 

(i.e., ratio of completion times on both core types).  

                                                           
2  Due to the existence of shared resources in a multicore system (cache levels, cores 

of various types, and so forth), this concept of fairness is more appropriate for 

multicores than the classic concepts of fairness that are based solely on CPU time 

granted to applications [11,5]. 
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HSP (High-SPeedup) [12,8] optimizes throughput by devoting fast cores to 

run applications in the workload that experience the greatest fast-to-slow 

speedups. Clearly, this algorithm is inherently unfair, since it makes no effort 

to distribute fast cores among applications. As with Prop-SP, two variants of 

the algorithm are analyzed: HSP (static), where the scheduler is fed with 

average speedups for each application obtained offline, and HSP (dynamic), 

where the speedup is estimated at run time. 

A-DWRR [10] aims to deliver fairness on an asymmetric system. The 

algorithm uses a notion of CPU time, extended to AMPs, known as scaled 

CPU time. Using this time notion, the amounts of CPU cycles used by an 

application on a fast core have a greater weight than those used on a slow 

core. To ensure fairness, A-DWRR attempts to even out scaled CPU time 

among threads by factoring in their priorities as well. Note that A-DWRR 

assumes a constant fast-to-slow performance ratio when computing the scaled 

CPU time for each thread and not the actual speedup of each application. 

It is worth highlighting that all of our implementations of these scheduling 

algorithms exhibit some common aspects.  Firstly, they all keep fast cores 

busy to maximize their utilization. Secondly, when mapping threads to cores, 

all algorithms trigger thread swaps between different cores types.  Thirdly, all 

algorithms have been implemented as separate scheduling classes in the 

Linux kernel. 

4. Speedup estimation 

In this section, we detail the process used for generating an estimation model 

to determine the speedup of a sequential application on the Intel QuickIA 

prototype [4]. This prototype is a dual socket system that integrates two 

different multicore processors: a dual core Intel Atom N330 - 1.6Ghz- and a 

quad core Intel Xeon E5450 -1.2Ghz- . To minimize the effect of shared-

resource contention in the experimental analysis, we have opted to disable 

two cores in the Intel Xeon processor, so that no core shares last level cache 

with another core. Therefore, we have an asymmetric multicore configuration 

with two high-performance fast cores (Xeon) and two low-power slow cores 

(Atom). 

Our goal is to obtain a performance model making it possible for the 

scheduler to approximate the speedup of a sequential application using 

hardware counters on the core where the application is currently running. For 

a sequential application, speedup is also known as Speedup Factor (SF), and 

it is defined as: 
       

       
 where IPSFast and IPSSlow are the ratios of instructions 

per second achieved by the application in a fast core and a slow core, 

respectively.   

Several researchers have tried to estimate the SF by looking for correlations 

between the SF and different performance metrics that can be captured using 

the processor's hardware counters. In particular, it has been shown that, when 

the cores in the system differ only in their frequency, the SF shows a negative 
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correlation to the last level cache miss rate [12,8]. Similarly, Koufaty et al [8] 

detected that, in systems whose cores have different instruction retirement 

rates, there are two factors that have a negative correlation to the SF [8]. The 

first factor is the application’s degree of memory intensity, which can be 

approximated by using the last-level-cache miss rate or the last-level-cache 

access rate. The second factor is related to stalls in the processor's pipeline 

front-end due to branch misprediction rate. Both memory-  

 

 

 
 

Figure 1: Relation between SF and some performance metrics  

on the Intel Xeon 

 

intensive applications (high last level cache miss rate) as well as those with 

frequent branch miss prediction usually experience low speedup factors. 

To illustrate the complexity associated with SF estimation on the Intel 

QuickIA, Figure 1 shows the relationship between the SF and some of the 

aforementioned performance metrics. Unlike what happens on emulated 

asymmetric systems, no clear correlations between the performance metrics 

and the SF are observed for this platform. 

 

In search of a systematic methodology to design estimation models in 

complex scenarios, such as the one studied in this article, we explored 

various data mining techniques by means of the WEKA tool [6]. WEKA 

provides multiple methods to infer relationships between a set of 

observations (or input attributes) and a target variable. For the SF estimation 

problem, observations correspond to various performance parameters, and the 

target variable is the SF. Among the methods that were considered, we 

detected that additive regression allows obtaining a relatively accurate 

estimation model for this platform.  

The methodology proposed for generating the estimation model in the 

asymmetric platform is a variant of that presented in [14] and can be 

summarized with the following steps: 

(1) Select a set of representative sequential applications, AP, and a set of 

performance metrics, M. 

(2) Run the applications in AP on both types of cores to obtain their SF 

and performance metrics in M using the processor's hardware 
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counters. To carry out this task, we used an in-house performance-

monitoring tool . 
3 
 

 

 

 

Figure 2: Observed and predicted SFs for a subset of SPEC CPU2006 and 

CPU2000 benchmarks. Each point represents the SF of a benchmark. The closer a 

point is to the diagonal, the better the SF estimation. The correlation coefficient for 

the estimation on both core types is 0.9. 

 

 

(3) After collecting the necessary performance monitoring data over time 

for the various applications, compute the average value of each 

performance metric in M for the entire execution. An application’s SF 

can be approximated with the ratio of instructions per cycle achieved 

by the application on both core types or, alternatively, with the ratio 

of completion times observed on both core types. 

(4) The results obtained in the previous step are provided to WEKA, 

which generates two SF estimation models based on additive 

regression – one to estimate the SF from the fast core and another one 

to do the same from the slow core. Notably, when generating the 

models, WEKA automatically discards those metrics in M that are 

less relevant for the model. This makes it possible to significantly 

reduce the model complexity. 

 

Figure 2 shows the comparison between observed and estimated SF in both 

types of cores for a subset of SPEC CPU2006 and SPEC CPU2000 

applications on the Intel QuickIA. The generated models require the 

scheduler to monitor the following metrics at runtime: instructions per cycle, 

                                                           
3  The implementations of the schedulers analyzed in this paper make intensive use of 

the kernel API exposed by the tool. Thanks to this API, any scheduler implemented 

in the Linux kernel can easily collect per-thread performance monitoring data via 

hardware counters. 
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last-level-cache misses and accesses per 1K instructions, mispredicted 

branches per 1K instructions and ITLB/DTLB misses per 1M instructions.  

The main difference between the methodology proposed in [15] at that 

described above is the fact that the former imposes a restriction on the 

maximum amount of metrics that can be monitored online to approximate the 

model whereas the latter does not. Specifically, in the previously proposed 

methodology, generated estimation models could only depend upon metrics 

that can be monitored simultaneously using the available hardware counters 

in the platform. Notably, each core in the Intel QuickIA platform only 

features two general-purpose (configurable) performance counters and three 

fixed-function hardware counters.  This small amount of hardware counters 

dramatically reduces the number of performance metrics that can be 

monitored at a time. Specifically, the metric set specified above cannot be 

monitored simultaneously on any core of the Intel QuickIA.  To overcome 

this issue, we turned to event multiplexing in the scheduler implementation. 

In particular, we broke down the entire metric set into different subsets with 

compatible metrics that can be monitored simultaneously. At run time, the 

scheduler samples different subset of metrics in a round-robin fashion. This 

makes it possible to collect the values for the various metrics the model 

depends upon with various sampling rounds.    

5. Experiments 

In this section, we analyze throughput and fairness for the scheduling 

algorithms described in Section 3 running on the Intel QuickIA prototype. 

To carry out a thorough analysis of the various scheduling policies, we built 

several multi-program workloads, consisting of sequential applications from 

the SPEC CPU2006 suite. To select representative workloads, we sorted the 

various applications taking their SF into account – H (high), M (medium) or 

L (low). The first column in Table 1 shows the composition of the selected 

workloads. For instance, the 3H-1M workloads consists of three sequential 

applications with a high SF (calculix, GemsFDTD and bzip2) and another 

application with a medium SF (h264ref). 

 
Categories Benchmarks 

4H calculix, gamess, GemsFDTD, bzip2 

3H-1M calculix, GemsFDTD, bzip2, h264ref 

3H-1L_A gamess, GemsFDTD, bzip2, sjeng 

3H-1L_B calculix, gamess, sphinx3, sjeng 

2H-2M gamess, soplex, povray, h264ref 

2H-2L_A mcf, calculix, sjeng, gobmk 

2H-2L_B gamess, sphinx3, gobmk, libquantum 

1H-1M-2L_A mcf, h264ref, sjeng, gobmk 

1H-1M-2L_B calculix, gromacs, sjeng, libquantum 

2M-2L_A namd, h264ref, gobmk, libquantum 

2M-2L_B gromacs, povray, sjeng, libquantum 

Table 1: Multi-application workloads consisting of sequential applications. 
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Figure 3: Aggregate Speedup and unfairness for the various scheduling algorithms. 

 

 

Figure 3 shows the results for the considered workloads. The results show 

that the HSP scheduler obtains the highest aggregate speedups, but at the cost 

of degrading fairness significantly for all workloads. RR, by contrast, offers 

the best fairness values in many cases. However, an even distribution of fast 

core cycles among applications does not always ensure the same 

performance degradation (slowdown) for all applications [15]. The A-DWRR 

scheduler behaves in a very similar way, since in the considered scenario 

(one thread per core), balancing per-thread scaled CPU times is achieved by 

fair sharing fast cores among applications (as RR does). Overall, our results 

also show that the RR and A-DWRR algorithms are not capable of obtaining 

aggregate speedups as high as the other algorithms counterparts. This 

throughput degradation stems from the fact that the diversity of speedups 

among applications is not taken into account [3, 12]. 

The results also reveal that Prop-SP achieves a good fairness-throughput 

(aggregate speedup) trade-off. This algorithm achieves a higher aggregate 

speedup than RR and A-DWRR for all workloads. In addition, for some 

workloads such as 3H-1L_A, 3H-1M or 2M-2L_A, Prop-SP offers a better 

fairness-throughput trade-off than those algorithms (higher aggregate 

speedup for similar fairness figures). These results also show that Prop-SP 

has a much fairer behavior than HSP and obtains throughput values that are 

closer to HSP than the other algorithms. 

Lastly, we focus on the dynamic variants of HSP and Prop-SP. In most cases, 

the dynamic version of HSP achieves better fairness (lower unfairness 

values) than its static counterpart. This is because HSP (dynamic) makes sure 

that the threads with the highest SF phases are always mapped to a fast core. 

Since an application may go through different SF phases over time, HSP 

(dynamic) migrates applications between cores every so often. This indirectly 

translates into better fairness in many cases, since multiple applications have 

the opportunity of running on a fast core for some time. On the other hand, 

we have observed that in the dynamic version of Prop-SP, fairness and 

throughput values can get worse in the presence of SF mispredictions.  
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6. Related work 

Most existing schedulers for AMPs strive to maximize the system 

throughput. Those algorithms designed for workloads that include sequential 

applications only [9, 3,8,17,13,18] try to optimize system performance by 

running on the fast cores those programs with a higher SF. To improve the 

overall performance in workloads that include multithreaded programs, some 

schedulers use fast cores in an AMP as accelerators for sequential phases in 

parallel applications [1,12].  

A large body of scheduling proposals for AMPs has been evaluated using 

simulators [3,18,7]. Other authors, instead, have resorted to implementing 

their proposals in a real operating system but then evaluating them on 

emulated asymmetric platforms [14,8,10]. In this article, we implemented 

scheduling algorithms in a real OS and evaluated them using actual 

asymmetric hardware. Previous research in the area has shown that 

implementations on real systems allow detecting significant problems in 

algorithms that have been previously evaluated using simulators. This is the 

case, for example, of the conclusions drawn by Shelepov et al [17,13] when 

implementing the IPC-driven algorithm [3]. The authors showed that this 

type of algorithms, which require sampling the IPC in both types of cores 

[9,3], is subject to inaccuracies when calculating the SF and they may 

introduce significant overheads at run time compared to that of scheduling 

strategies based on SF estimation models, such as our implementations of 

HSP [8,12] or Prop-SP [16]. 

7. Conclusions 

In this article, we have carried out an experimental analysis of some of the 

state-of-the-art scheduling algorithms for AMPs: RR, HSP, Prop-SP and A-

DWRR. To this end, we implemented these algorithms in the Linux kernel 

and evaluated their throughput and fairness using various multi-program 

workloads running on the Intel QuickIA prototype. A methodology for 

estimating the speedup of a sequential application on AMPs (i.e., the relative 

benefit obtained by the application when running on a fast core versus a slow 

core) is also proposed. 

The results obtained indicate that the HSP scheduler, which uses fast cores to 

run applications with greater speedup, obtains the best throughput results but 

that comes at the expense of serious fairness degradation. On the other hand, 

RR and A-DWRR obtain good fairness results but significantly degrade 

global throughput, since they do not factor in applications’ fast-to-slow 

speedups. Finally, Prop-SP is capable of making efficient use of the AMP 

while offering a better fairness-throughput trade-off than the rest of the 

algorithms for a wide range of multi-program workloads.   
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Abstract.  The use of academic networks is generating important 

changes in research and education fields, providing new tools that 

bring us closer to other scientific and educational worldwide 

communities. Thus, investigations are carried out between work teams 

that are geographically distant. This allows better interaction and 

support between researchers, advanced scientific research 

collaboration, etc. In this paper, a comparison between two different 

IP mobility alternatives available in version 6 is presented. Standards 

evaluated are Mobility IPv6 (MIPv6) and Proxy Mobility IPv6 

(PMIPv6). A comparison of performance, advantages, disadvantages, 

configuration, ease of handling and installation is made in the first 

instance. Afterwards the behavior of MIPv6 and PMIPv6 handover is 

evaluated for traditional and real time applications. Finally, 

comparisons and a conclusion are made. 

Keywords: Mobile IP, IPv6, MIPv6, PMIPv6 

1. Introduction 

By the end of the twentieth century internet use became massive, which 

introduced changes in all areas of our lives. However, soon after its 

incorporation into everyday life, an emptiness and dissatisfaction in the 

scientific, academic and research community was felt. Advances in 

technology infrastructure were developed on academic networks to re install 

the hopes in these communities. That allowed the exclusive use of tools and 

applications to improve and increase their activities. 

Nowadays these networks are known as advanced academic and research 

networks. Its main feature is to allow geographically distant research and 

scholars communities working together through collaborative mechanisms, 
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sharing information and resources over a series of high speed interconnected 

networks. 

With the emergence of mobile devices using different wireless technologies, 

the model of Internet connectivity changed. Currently when a user travels 

between different networks (roaming), each of the new networks visited 

provides a different IP address, so the user cannot keep the session open for 

an application during his displacement. The goal of Mobile IP [1] is assign to 

the mobile user an unique address, regardless of the network where it is, 

allowing him to keep, for example, the session for applications. 

After 30 years, the version 4 of the Internet Protocol (IP) can no longer 

provide scalability by the gradual depletion of available IP addresses, due to 

the current growth rate of nodes connected to the network [2]. 

The lifetime of IPv4 has been extended for a few years thanks to techniques 

such as address reuse with translation (NAT) [3] and classless routing 

(CIDR) [3]; IPv6 in this period grew and finally established as the successor 

to IPv4. 

Some features of IPv6 [4] are: expanded addressing capability, quality of 

service (QoS), autoconfiguration (Neighbor Discovery), end to end 

connectivity, simplified header format and mobility support. 

The conjunction between academic networks, mobility and IPv6 is a 

powerful tool to achieve the objective of start up collaborative research. 

There are worldwide educational networks using IPv6, such as Internet 2 [5], 

GÉANT2 [6], Clara [7]. In our country there is a network called Innova Red 

[8], which provides national institutions access to global advanced networks 

through the Clara network. 

Within the UTN the RUT2 [9] (Network Technology University) 

interconnect all the the Regional Faculties. 

The ACyTNet initiative (Academic Network of Scientific and Technological 

Mendoza) is a network that joins, at this moment, CONICET Mendoza, INA 

National Institute for Water Resources and UTN GridTICS FRM pretending 

to be the Advanced Academic Network of metropolitan institutions in 

Mendoza. 

1.1   IP Mobility 

Network Mobility is a concept by whom a node is able to move from one 

network to another without losing it's current connection and this change 

should be transparent to the user. 

The main entities involved in a mobile architecture [1] are: 

 Mobile Node (MN): Device that moves frequently between different 

networks. 

 Home Agent (HA): This device maintains information about the MN 

current location. It's a router, generally, located in the home network 

of the MN. 

 Foreign Agent (FA): Device located in the foreign network that 

stores information about MNs. It coordinates, using messages, with 

the HA to provide mobility. 
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 Correspondent Node (CN): Any device, mobile or not, that 

communicates with the MN. 

Additionally, IPv4 and IPv6 Mobility implementations have the following 

differences: 

 IPv6 mobility does not need FA nodes. Self-address configuration 

and neighbor discovery are used, both unique features of IPv6 

protocol. 

 Mobility packets in IPv4 that travels from the HA to the MN must 

be encapsulated. This feature is not required in IPv6. 

 IPv6 Mobility avoids triangular routing. 

The rest of the paper is organized as follow: two approaches to mobility, with 

a brief explanation of them, are introduced in the section 2. The test 

environment used to conduct the experiment is described in the section 3. 

The way the experiment was conducted and results is found in Section 4. 

Finally, in the last Section are the conclusions reached. 

2. Covered Approaches 

There are two approaches related to mobile IPv6 networks management. 

2.1   Traditional 

The IPv6 mobility is managed by the participating nodes, by exchanging 

mobility messages between the MN and the HA. Therefore the kernel of both 

nodes must be prepared for it. The procedure is explained as follows: 

A MN can have two addresses, a local HoA (Home-of-Address), and, in case 

of being in a foreign network, a dynamic CoA (Care-of-Address). If the MN 

is on its local network, packets will continue using conventional routing rules 

with its HoA. If it is in a foreign network, and a CN wish to communicate 

with it, it will initially use the HoA. These packets are intercepted by the HA, 

which manages a table with information linking HoAs with CoAs addresses, 

as well as tunnels from the local network of the HoAs to the foreign networks 

of the CoAs. The HA redirects these packets destined to the MN  through a 

tunnel,  carrying a new IP header with the CoA address, that permits 

encapsulate the original header with the HoA address. At the end of the 

tunnel, packets are decapsulated by the MN removing the IP header added 

before. 

2.2   Mobility managed by the Network 

This approach, known as NETLMM (Network-based Localized Mobility 

Management) [10], makes possible to implement mobility in IPv6 nodes 

without involve the MN and CN nodes in the exchanging mobility messages. 

It is an advantage over traditional mobility because does not require changes 
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in the software behavior of these nodes. This is the case of the PMIPv6 

protocol [11]. The main entities in the PMIPv6-NETLMM infrastructure are: 

 Local Mobility Anchor (LMA): Is a HA with proxy properties. It's 

the responsible for the MN to be accessible. Topologically is the 

origin point (anchor point) for the origin network prefixes (home 

network prefix(s)) of the MN. 

 Mobile Access Gateway (MAG): Usually is a router that manages 

the mobility in behalf of the MN, located in the local network of the 

MN. It is responsible of detecting the movements of the MN to and 

from the local network. It is involved in the MN registration in the 

LMA. 

There may be multiple LMA in a Proxy Mobile domain, each giving service 

to different groups of MN. 

From the perspective of each MN the entire PMIP domain seems like a single 

link. The network ensures that the MN does not detect any change with 

respect to the network layer, even if it changes its attachment point to the 

network. 

3. Implementation 

After a comparison between different free operating systems, GNU/Linux 

Distribution Fedora Core 14 was selected, mainly because the kernel in this 

distribution had the module MIP6 mobility [12] compiled. Also, it was 

necessary to run a MIP service in user mode to complete the IPv6 mobility 

support. 

There are several alternatives for MIPv6 service implementations. UMIP [13] 

was selected due to a wide support and frequent improvement to his code. 

For PMIPv6 service currently exists three options: OPMIP [14], OAI 

PMIPv6 [15] and UMIP [16] plus a patch to support PMIPv6. The first 

implementation is not very mature, has only two years of work. The second, 

OAI PMIPv6 is implemented over UMIP, and has specific hardware 

requirements that hinder and limit its implementation. That is why we 

decided to install UMIP and apply the necessary patches to give Proxy 

Mobile support. 

3.1   MIPv6 deployment 

In the ACyTNet network environment, a test bed was set up with five nodes, 

as shown in Figure 1. According to the detailed in Section 3, the GNU/Linux 

Distribution Fedora Core 14 Operating system was installed on all nodes. 
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Figure 1. Mipv6 scenario. 

 

The UMIP service was installed in the MN and HA nodes, running in user 

space. This service was used to manage the tunnels and links of each node. 

The MN and HA kernels were responsible for handling IPv6 mobility 

specific extension headers. The UMIP service makes extensive use of XFRM 

[17] framework, manipulating the IPv6 headers. 

Finally, IPSec [18] support was added, modifying the configuration, to 

protect the data flow. The MN and HA node settings were modified and also 

security associations were created in both operating systems. 

3.2   PMIPv6 deployment 

The test bed was reconfigured to deploy a PMIPv6 domain, as shown in 

Figure 2.  

Due to PMIPv6 characteristics, the MN and CN operating systems version 

were not relevant. The chosen implementation, PMIPv6 UMIP version 0.4, 

needed a software patch to acquire PMIPv6 functionalities. 

The node previously used as HA, assumed the LMA role, while the other 

routers assumed MAGs function. The MN and CN remained unchanged. 

As well as in MIPv6, there was a single executable which meets PMIPv6 

different roles; depending on the configuration file associated. 
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Figure 2. Test environment used by PMIPv6 

The LMA configuration for PMIPv6 was the same used for the MIPv6 

HA. As said, in PMIPv6 the LMA is the MN topological anchor point. 

4. Experimentation y Results 

The test consisted of running applications on the MN node. Afterwards, 

while the applications were still running, the MN was moved from the home 

network to a foreign network. The MN handover was triggered by this 

change in the anchor point. 

The applications under test were ping, FTP, SSH and real time traffic. 

A topology without mobility was used as a reference scenario to compare the 

measurements. 



COMPUTER SCIENCE & TECHNOLOGY SERIES                                                                              213 

4.1 Scenario without Mobility 

The reference scenario was assembled at the GridTICs laboratory, in the 

UTN FRM, as part of the ACyTNet. The network architecture and addressing 

used is observed in Figure 3. 

 

 

Figure 3. Reference scenario 

About MIPv6, as long as the MN was located at the home network, there was 

not any topological difference between the reference and the MIPv6 scenario. 

Once the MN was in a foreign network, a tunnel had to be created between 

the MN and the HA, adding one hop to the topology  

The topology remained unmodified either when the MN was attached to the 

home or foreign network, when PMIPv6 was used. Also, there always existed 

a tunnel in this scenario. 

4.2 Results 

Basic functionality: 

Both mobile protocols (MIPv6 and PMIPv6) worked as expected. During the 

handover, the MN conserved his IP address and established sessions. 

Channel capacity: 

A comparative of the bandwidth available for data transmission between 

MIPv6, PMIPv6 and reference scenario was carried out. This test, the Iperf 

[19] tool was used. The time configured to be used in the test was 10 
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seconds, while the number of concurrent clients was 1, 2 and 10 for full 

duplex communication. A graphic with these results can be seen in Figure 4. 

 

Figure 4. Bandwidth comparison 

RTT analysis. IPSec impact: 

The ping tool was used to test the average round trip time between the MN 

and the CN. The packet size used was 56, 512 and 1024 bytes, along with 

flooding option (-f). 

Obviously, the lowest RTT time was obtained using the reference scenario, 

without mobility. PMIPv6 took a slightly longer RTT, due to the overhead 

introduced by the tunnels used. With a considerably longer RTT time, caused 

by a triangular routing, appears MIPv6. Finally, MIPv6 with IPSec had the 

worst RTT, which was strongly affected by the processing overhead of the 

security algorithms. This benchmark can be seen in Figure 5. 

 

Figure 5. RTT comparison 
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Handover Time: 

Several considerations must be taken into account, regarding handover time 

measurements. This time depends on different variables not related to the 

mobility protocol under test [20][21]. 

 

Figure 6. Handover Comparison 

The handover time in PMIPv6 and MIPv6 scenarios was evaluated in this 

comparison. As can be seen in Figure 6, this time is shorter for PMIPv6. This 

situation is related to the signaling driven by the LMA and MAGs instead of 

the CN or MN nodes. 

5. Conclusions 

It has been shown that the implementation of both protocols behaved 

properly in terms of functionality. Also, PMIPv6 allowed the use as MN of 

any IPv6 node without mobility extensions. This feature permitted a great 

diversity of mobile devices acting as MN; especially those that could not 

modify its operating system, such as smart phones, tablets, notebooks with 

proprietary software, etc. 

The performance of MIPv6 was better than PMIPv6 while the MN was in the 

HN. It was because the data was always exchanged in “IPv6 in IPv6” tunnels 

for PMIPv6, causing overhead. If the MN was in a foreign network the 

performance was slightly higher for PMIPv6 protocol. 

The security feature could not be compared because the PMIPv6 

implementation did not have support to send encrypted signaling or data. 

Handover measurements showed a shorter time for the PMIPv6 protocol 

when the MN moved from one network to another. In both protocols, the 

TCP session was not lost. 

Finally, it's clear that both protocols were designed for distinct goals. MIPv6 

ensures global reachability, sacrificing speed and requiring a modified MN. 

On the other hand, PMIPv6 offers a higher handover speed, limiting the MN 

mobility only to networks with such service. 
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Abstract. In Agile methodologies, Scrum in particular, the Product 

Owner role (PO) is often assumed by a person with solid knowledge 

about users, market, competitors and future trends for the domain or 

the type of system is being developed. The PO´s challenge is to build 

a product vision and then place it into user stories that will help you 

convey that vision to the development team that will build the 

software. This paper presents the problems related to the creation, 

prioritization, validation and acceptance of the product obtained from 

the user stories. This requires expertise, generic and specific skills, for 

which the PO is not always prepared.   

Keywords: agile projetcs; resnponsibilities; user stories; skills; roles. 

1. Introduction 

Agile development methods family evolved from the known iterative and 
incremental life cycles. They emerged from the belief that a closer contact 
with the social reality and the state of learning, innovation and change 
products driven development would yield better results. 
The main purpose of these methods is to achieve a balance between 
disciplined processes that propose an excessive workload and bureaucracy 
and the lack of process that leads to develop software chaotically. 
The alternative offered by Agile Methods proposes a radical change that 
emphasizes a rethinking of cultural, communicational and social aspects, 
which are the main causes of failures in software development projects. 
The Agile manifesto [1] reflects the agreement of most of the industry leaders 
that propose agile practices. This manifesto contains values and principles 
that those who adhere to it agree to respect. 
This manifesto is focused on privileging what is of value to the customer, ie, 
frequent deliveries of working software. It proposes a collaborative 
environment between client / user and team members and accepting attitude 
to changes that arise during the development of the software product. In this 
regard it emphasizes to give more relevance to the people involved in the 
software development than tools and processes used to build it. 
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The importance and the impact that the presence and collaboration client to 
achieve project success instead of the extensive and unprofitable negotiations 
to defend a contract is also highlighted. 
The most challenging proposal of the agile manifesto is evaluating every action, 
every decision, and every choice with the rod to deliver "business value" who 
asks us for the software, which at the same time feels part of the project. 
Currently there exists a large number of agile methods, which subscribe to the 
agile manifesto. Some of these methods defined practices for agile development, 
agile modeling and others for agile project management. In this paper we will 
refer to SCRUM. 
Scrum is a framework that define practices for agile project management. While it 
may be used for projects of different purposes, emphasis will be placed on software 
development projects. 
Scrum proposes an iterative and incremental life cycle, used to frequently release 
software versions, bounded in functionality, at the end of each iteration being called 
"Sprint". Each sprint is a fixed period, between two and four weeks, framed in 
"timeboxing" feature, meaning that the time is fixed. 
While the proposal is that at the end of each sprint a potentially shippable product is 
obtained, i.e. software capable to be installed and used, many organizations choose 
not release new product functionality at the end of each sprint. Instead, they prefer 
to combine the result of several sprints on one release. 
Next, the Scrum proposal is described in panning mode. The framework 
consists of three roles, three deliverables and four meetings or ceremonies. 
Defined roles that make up the Scrum Team are: 
 Scrum Master: is the servant leader whose most important 

responsibilities is to ensure compliance with the rules of Scrum, as well, 
to assist the rest of the team and act as a neutral facilitator, concerned 
with promoting a collaborative environment and guide the team to 
continuous improvement and self-reliance. 

 Product Owner: the owner of the product, the main voice of the 
customer, who is responsible for its construction and to maximize 
business value. This role, which is the main object of this work, will be 
expanded in later sections. 

 Development Team: The development team is responsible for building 
the product defined by the Product Owner. The team in Scrum is "multi-
functional" - has all the skills and abilities necessary to deliver a 
potentially shippable product at the end of each iteration. It is a "self-
organized" (self-managed) team, with a high degree of autonomy and 
responsibility. In Scrum, teams are self-organizing rather than being led 
by a project leader. 

The Scrum framework proposes the generation of three deliverables: 
 Product Backlog: the list of features that are expected to have the 

software product. These features are prioritized and may be expressed at 
different levels of granularity. Importantly is a dynamic list that is 
constantly evolving and refining. 

 Sprint Backlog: List of elements taken from the top of the Product 
Backlog, which contains slice of features that the team agreed to be built 
during an iteration (Sprint). These characteristics should be prioritized by 
the Product Owner and estimated by the team. 
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 Product Increment: Software version potentially shippable in the 
production environment, obtained as a result of executing a sprint. 

It proposes four types of events or ceremonies: 
 Sprint Planning Meeting: this is the first ceremony, which aims to get the 

definition of the product increment to be released in this sprint. In the 
first part of the meeting, the “what” meeting, the purpose of the sprint 
and the Sprint Backlog is defined. In the second part of the meeting, the 
“how” meeting, the team estimates the features and can break them down 
into tasks that need to be done to develop them. 

 Daily Meeting: This meeting joins the team, standing where possible. All 
should attend, the recommended duration is approximately 15 minutes. 
The main purpose is give daily visibility to the team and synchronize it. 
Each member in turn must answer three questions: What did you do 
since the last meeting? What will you do for the next meeting? What 
impediments arose? 

 Sprint Review Meeting: also known as “Sprint Demo” is the time in 
which the team presents the product owner the product increment 
obtained during sprint execution. It is made at the end of the sprint, its 
purpose is to obtain feedback from the PO about the product. The 
Product Owner will the functionalities developed and will determine 
which ones to accept and which not. 

 Sprint Retrospective Meeting: This is the last meeting that takes place in 
a sprint, the purpose is to obtain feedback on the process used, review 
strengths and weaknesses and define actions to take to improve the 
quality of the process. 

While Scrum proposes 4 ceremonies, there is a fifth ceremony, although not 
explicitly defined in the framework, which is important and necessary. In this 
event called Grooming, the Product Owner has a fundamental role, which is the 
creation, preparation and maintenance of the Product Backlog. This meeting does 
not have a predefined fixed moment of realization, however, we suggest doing it 
at the following moments: to define the Product Backlog for the first time, before 
each Sprint Planning and anytime that the development team considered 
necessary during a Sprint Execution, to understand and refine the requirements 
being developed. 
Scrum suggests a low level of ceremony in the process, which means that few 
practices were defined, however not to be confused agile with weak or permissive 
because the method is strict compliance with their definitions and rules. 
Because Scrum is a “management framework”, it does not define any guideline 
on issues related to product engineering, and it gives no details on how to build 
the software, assuming that the development team knows, it is trained and able to 
solve this mission. 
The differences that can be highlighted between this agile management approach 
from the traditional project management are strongly supported by the 
commitment, self-organization, self-management and collaborative effort. These 
abilities and skills must be developed in people for obtaining expected results. 
By focusing our attention on the case of the Product Owner role and set of 
responsibilities assigned to him, questions arise as to whether to assume this 
role who really know how to connect the business needs with development of 
software product? How to translate strategies and return to investment in user 
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stories? How to prioritize user stories to maximize the business value? These 
are some of the questions, and this is the challenge. 

2. Definition of Product Owner profile 

Mayer in his recent book [2] called the Product Owner (PO) as the "what 
voice" a unique voice, possibly channeling many voices, with the aim of 
defining "well-formed outcomes” and prioritize the highest possible value in 
a given context. The voice of the "what" is also responsible for the 
expenditure and any go/no-go decision. 
Product Owner profile meets several skills. The PO as a change agent, acting 
as a catalyst for change in the organization, enabling the creation of value 
through projects and products. The PO creates a connection between how 
business should look in the future and their current status. 
The PO is a key facilitator in the organization, to join the customer and the 
business community with the agile development team. 
The PO has a challenge in her work, it must create the confidence necessary 
for the information flow stream between the worlds that tries to link. Acting 
as an interface between stakeholders, in many cases he must define 
agreements between conflicting interests. Also PO should continuously 
collaborate and provide permanent feedback in both directions. 
As part of the set of competencies that must a PO must develop is the 
communicator one. Communication is the main facilitator of learning vehicle 
and facilitator for the team to communicate effectively, it is vital that the PO 
be present existing filters in all individuals when making the communication 
effective. These filters are personal values, beliefs, interests, expectations and 
previous experiences. [3] When we communicate we are subjective and our 
tendency is to move away from messages that conflict with our ideas and 
beliefs. We tend to hear only what they want to hear, we put more attention to 
the things that interest us. 
In this context and as a summary way, it show the picture of Figure 1, where 
the PO act  as a "bridge" or "link" between the problem space and the 
solution space, placed in what we call coexistence space. The PO must 
understand both worlds, business world and development world, and should 
make a translator between these two worlds. The PO must have the overview 
of the final product. 

 
Figure 1. Product Owner (PO) with his interconnection space 
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3. Description of Product Responsibilities of Product Owner 

After an analysis of Schwaber [4] Schwaber [5] Rubin [6] and Nir [3] 
proposals, this section summarized the set of responsibilities assigned to a 
Product Owner in an agile project context. 
 

3.1 Define the product 

Elicitation allows the product definition, it is a process of analytical and free-
flowing communication. 
Elicitation is to understand the needs rather than desires capture. It is a 
collaborative effort that is well suited to development proposed by the Agile 
Manifesto [1] and occurs at the ceremony above described as Grooming. 
This is a discovery work, not just a passive collection, which assumes that the 
product is already defined and you just have to capture it. On the contrary, 
the creation occurs through which Pichon Rivière [7] called "dialectic spiral". 
As showed in Figure 2 it is represented as an inverted cone with a base, an 
apex and the dialectic spiral. At the base: emerging, manifestos or "explicit" 
content is located. At the apex: The basic or universal "implicit" situations. 
The spiral chart the dialectical movement of inquiry and clarification ranging 
from the explicit to the implicit, in order to explicit it. Make explicit the 
implicit is what specifically is called "interpretation". This responsibility can 
be considered a major role attributed to the PO. 
These responsibilities in the context of the defined processes relapsed 
between the tasks to be undertaken by the role known as Functional Analyst 
or Business Analyst. 
 

 
Figure 2. Dialectic Spiral: analysis is makes explicit the implicit. 

 
However, what most of agile methodologies currently propose, as a 
facilitating tool of this dialectical process? Propose the use of "user stories". 

The explicit 

The implicit 
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User stories do not require a full specification of the "up-front" solution, 
instead stimulate a productive and fluid dialogue among stakeholders, 
seeking the best solution during the software construction. 
According to Albert Mehrabian [8], human communication consists of three 
parts: 

1. 7%: The content (words, what is said) 
2. 38%: The voice tone  
3. 55%: The facial and body expressions 

Hence the foundation of one of the agile manifesto principles of favoring the 
face-to-face contact between stakeholders to achieve a solid, comprehensive 
and meaningful communication. 
The user stories reflect a user's need, a product description, a mechanism to 
defer a conversation, as well as a planning item. 
The 3C´s model, proposed by Ron Jeffries [9] to distinguish "social" user 
stories from the "documentary" requirements practices, presents these three 
components: 
 Card: The most visible manifestation of the user story, but not the most 

important, it must "capture" the requirement, not "specify it". The user 
story must be able to be written on a card or post-it standard size. If not 
enough space will be a sign that we push the boundaries and 
communicating too much information that should be shared face to face. 
Suggested syntax to express the User Stories allow us to answer these 
questions: 
- Who, represents the role that need the functionality; 
- What, which enables the segmentation of product functionality; 
- Why, communicate the usefulness of functionality from a business 

perspective. 
Therefore syntax is expressed as follows: 

As a <role name>, I want to<activity>so that<business value>[1] 
 
 

 

Figure 3. Shows a user story example for a GPS software. 

 
 Conversation: All user story should have a conversation with the Product 

Owner. A face to face communication exchange not only information but 
also experiences, thoughts, opinions and feelings. They are the most 
important part of the user story. The detail you get from the user story 
should be a result of this conversation, not a replacement for it. 

 Confirmation: It serves to determine what the product owner expected, 
ie for the development team knows what to build. They are tests that 
communicate and document details and that can be used to determine 
whether a history is complete. 

As a Driver I want to search for a destination from his coordinates to know 
the way to reach the desired destination. 
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During the discovery process and product definition, it be necessary to work 
with different levels of granularity that are closely related to the size and 
level of detail of what we define. This raises a hierarchy that facilitates the 
requirements work. 
To follow, it introduces the hierarchy proposal by Rubin [6], which is 
coincident with the presented by Leffingwell [11]. They raise the Epic to 
indicate stories that need several months to develop. The term refers to the 
idea of stories like The Lord of the Rings or War and Peace. Epics are 
markers containing a large collection of stories that will be detailed later. 
The next level of story is one that has a size that exceeds the duration of the 
sprint, and often called Feature. Finally, the smallest form is the user story, 
often also called implementable story, because it can entirely develop it in 
one sprint. 
I finally called Theme to the collection of related user stories. Topics provide 
a convenient way to group user stories that have something in common. 
Working with different levels of granularity for requirements reduce the 
amount of early specifications and the need to make decisions when there is 
not enough information to do so, it also reduces management overhead for 
large products. 
Write requirements as user stories it is a PO work, who should not limited to 
just read their stories, but instead should ask members of the development 
team, make sure they understood. If necessary he must use any resources it 
deems to ensure understanding, such as concept maps, charts, drawings. 
Prioritization is an outstanding allocation of responsibilities sets, the PO must 
understand the stakeholders’ needs and know the business to can 
communicate to the development team what to build and in what order. 
As a result of prioritization activity, the product backlog is managed, 
organizing the most important items on top of the stack and the minor at the 
bottom. Similarly, the prioritized and next to enter in the sprint backlog 
elements should be prepared and have a user story level of granularity, while 
lower priority items can be defined with a greater level of granularity in the 
form of epics or themes. 

3.2 Participate in Planning 

PO is a key participant in all levels of planning [4] present in an organization. 
The more global level, known as portfolio level. At this level you determine 
what software products work and in what order, but in the long term. 
The next level is the product planning, also known as envisioning, and it is 
the activity where the essence is captured and an approximate plan for the 
definition of the product is created. It begins with the creation of the product 
vision, followed by the creation of high-level definition of product backlog. 
Then, it continues the release level planning, whose purpose is to communicate 
with the precision that is reasonably possible when the product version will be 
delivered, which features will include and how much it will cost. 
Finally, short-term planning, which is sprint planning, during which the PO 
works with the development team to choose a set of product backlog items 
the team can realistically deliver at the end of the sprint. 
In this case the responsibilities previously described, in the context of 
"traditional" softwaredevelopment, lies in Project Leader, Project Manager, 
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Product Manager and/or Program Manager roles. Organizations have 
invested in the training of the people who play these roles. 

3.3 Define acceptance criteria  

The acceptance criteria are satisfied conditions specific to each user story 
under which the product must meet the functional1 and nonfunctional2 
requirements. The PO must ensure that the acceptance criteria are specified 
and are built and executed tests that verify compliance with these criteria in 
the product. In this sense PO acts partly as a business analyst and partly as a 
test analyst. 
Without these criteria, the team would have an incomplete understanding of 
the product backlog item. For this reason, many teams include a clear 
acceptance criteria setting-up as part of the definition of ready criteria. 

3.4 Manage the Economy 

PO is responsible for ensuring that consistently good economic decisions 
related to the product Backlog, Sprints and Releases were taken. 
In a release level PO should make permanent trade off to scope, budget, dates 
and quality, as it receives information flowing during product development. 
The compensations made at begin of the release, may not be adequate to the 
presence of new information that arrives during the release execution. 
PO, reviewing the outstanding items in the product backlog, decide that the 
cost of creating them is greater than the value delivered and subsequently will 
remove those items. 
PO can also decide to change the delivery cadence, which was defined e.g. 
every 5 sprints, releasing product versions at the end of each sprint. 
At sprint level, PO will also manage the economy, ensuring a good return on 
investment (ROI) is delivered at the end of each sprint. 
Regarding the vision of the economy on the product backlog, as PO is who 
prioritizes, if economic conditions change, priorities in product backlog will 
change as well. 

3.5 Accept the product 

Acceptance tests are intended to demonstrate that an application is acceptable 
to the Product Owner who has been responsible for guiding the system 
development, Leffingwell [2]. This means that it is he who should run the 
acceptance tests and confirm they have reached acceptance criteria. 
But PO may decide to run the acceptance tests himself, or require expert user 
assistance to help confirm that the functionality meets the conditions of 
satisfaction. Nevertheless, PO is the one who must give final view on 
whether the developed items form the product backlog, meet their 
expectations. 

                                                           
1Functional Requirements: refer to the expected behavior for the software, commonly referred 
to as the “what”.  
2Nonfunctional Requirements: refer to the conditions or non-behavioral skills, the "how" 
system must meet. Also known as quality requirements. 
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To summarize, most of the work done by PO can be broadly summarized as 
the creation and increase of value and the reduction and elimination of 
business costs. 

4. Who asumes the Product Owner Role? 

In most organizations do not work with Scrum, are unlikely to have a role 
labeled under the name of "product owner". Therefore, who can assume this 
role? To address this issue, it is convenient to previously identify the various 
scenarios that may occur when developing software, these scenarios represent 
the circumstances in which the teams conforms and what kind of 
organizations they represent.  
Who should be PO depends on what kind of development effort is involved 
and of each specific organization. Then Rubin approach is taken [2] to 
identify contexts of development for which it is determined the most 
appropriate person to assume the role. 

A. Internal Development: to develop software belonging to an internal 
area of a company, the right person to assume the PO role must be 
who will benefit from the development, i.e. a representative of the 
business area. For example, if the software product to develop is one 
for the production management, an authorized person of the area 
should be the PO. Some organizations that have not yet learned the 
importance of having a person committed with day to day product 
development, can ask someone in the system area assume daily 
responsibilities of a PO. Since it is known that the IT person is not 
entitled to make important decisions, organizations that do this, have 
covered the role in a confusing and inefficient way 

B. Development of a commercial product "off the shelf": In this scenario 
a company builds a product and then sell to external customers. Here 
who assumes the PO role is an employee of the company acting as the 
voice of the real customer. Often, this person comes from product 
management or product marketing areas, such as a product manager or 
project manager. 

C. Components Development: some companies are engaged in the 
construction of components that are part of solutions, then joining 
them will be used to build complete value solutions for customer. 
These teams development focus is to a more specific level, that’s the 
reason PO in these cases is a person with a technical background, 
which is able to define and prioritize these issues in their backlogs. In 
fact it is a considerably more technical PO profile than the other 
scenarios. 

D. Development of an outsourced product: this is the case when a 
company X hires another company to develop a software product. The 
person assuming the PO role must be from company X, i.e. the 
company that is hiring and paying for the solution and will receive the 
benefits. Eventually can be assigned to an internal person of the 
company hired to act as a proxy and certainly the development team 
and the Scrum Master will be of the contracted company. 
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5. Expected  skills for the  Product Owner 

As stated in Section II, Definition of the PO profile is defined so far in the 
literature agile. From investigation done for this work, a set of skills that 
complement the expected profile is proposed. They are outlined below: 
Convert tacit knowledge into explicit knowledge: Tacit knowledge is 
personal or individual self-knowledge, this knowledge is deeply embedded in 
the person´s mind and largely related to his practical experience. Explicit 
knowledge, the other kind of knowledge, characterized as more formal and 
systematic, which can be transmitted to the development team. Nonaka and 
Takeuchi, [5]. 
Technical Lexicon Management: Among other competences PO must have, it 
is a lexicon and understanding of terms that are probably more typical 
software development to their area of expertise. The competition to integrate 
a technology-based work team is also required. 

6. Conclusions 

The work done, it derives that responsibilities originally attributed to other 
roles in traditional development projects based on defined processes, have 
been transferred to the Product Owner role, proposed by Scrum in agile 
project management framework. 
You can mention the definition, management and product prioritization 
actions in traditional management are Functional Analyst responsibilities and 
planning and economy management actions lies in the figure of the Project 
Leader or Project Manager. The definition of acceptance tests tasks than in 
traditional projects lies on a Test Analyst 
The PO acts as a focal point for strategic and tactical management of the 
product. It is a strategic role for SCRUM and it can also be its "Achilles 
heel", given the risk of becoming the weakest link in the value chain of 
software development process. This risk is latent until the need to train those 
who will assume this role in agile projects is not recognized. 
Clearly the role of Product Owner role is a full-time commitment, with 
significant responsibilities. In fact one might wonder, after reading all the 
abilities attributed to it, if one person really can make all ones. 
When choosing the person to assume this role, it is important to keep in mind 
not only who should be PO, but also and especially who can be. 
It is also important to consider who should receive a very extensive prior 
training. This training should be included as part of the project costs and 
time. 
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Abstract. Electronystagmography is one of the most widely used 

diagnostic studies for detecting balance dysfunction. There are various 

methods that can be used to carry out this diagnostic test, gyratory 

stimulation being the least invasive and most physiological for the 

patient. The procedure is based on measuring (analyzing) eye 

movements in search of certain patterns called nystagmuses.  

In this article, we introduce a hardware and software system for 

carrying out this type of studies that allows the healthcare professional 

to acquire, view, store, and manage results. The system also provides 

an intelligent method based on neural networks that can detect 

nystagmus patterns to help healthcare professionals make a diagnosis. 

The system is currently being used at a medical office for the 

detection of balance disorders.  

Even though there are similar systems that are commercially available, 

these are usually very expensive due to their hardware equipment 

requirements and use of proprietary technology. The system presented 

here was developed nationally at a very low cost and can be easily 

adapted to future changes in technology.  

Keywords: medical diagnosis, balance pathologies, nystagmus, neural 

networks, peak detection. 

1. Introduction 

Three complex sensorial systems are involved in the anatomo-physiological 

mechanism that helps keep balance [2]: the visual system, that relates the 

body to its immediate surrounding environment (external coordinates); the 

somatosensory system, that sends information to the brain about the position 

of each of the different parts of the body in relation to the others (internal 
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coordinates, proprioception); and the vestibular system, that detects body 

accelerations and movements. These systems produce a large volume of 

information that is instantaneously processed by the central nervous system 

through its complex nerve pathways. Then, from the central control areas, 

nerve impulses are sent that result in muscle contractions that help keep 

stability and control body position.  

Any disease or disorder, either in any of these systems or their connecting 

pathways, may cause an alteration in static balance (instability) or dynamic 

balance (vertigo). Balance disorders [1] mainly appear as dizziness that is 

usually accompanied by nausea, visual disorders and discomfort. The study 

of patients with this type of disorders is complex and encompasses many 

medical specialization areas. Typically, a general clinical exam, a basic 

neurological exam, an otorhinolaryngological exam, an ophthalmological 

exam and a neuro-otological exam are carried out.  

The neuro-otological exam is a full neuro-physiological test of cranial nerve 

VIII (vestibulocochlear nerve), which also includes a battery of objective 

tests to study the vestibular root. In particular, electronystagmography (ENG) 

tests are of special interest. This type of tests consists in graphically 

recording specific eye movements (nystagmuses) (Figure 1) with the 

following special characteristics: slow deviation movement of the gaze axis 

to the right or to the left, followed by a rapid movement to return to the rest 

position or straight gaze. 

 

Figure 1. Typical study signal with right nystagmuses. 

The occurrence of these movements is achieved in diagnostic [6] tests by 

means of various stimuli: changes in position, head and/or entire body 

rotation, as well as vestibular receptor calorization or retinal stimulation. 

Once the nystagmuses occur, they are identified and assessed based on 

various parameters, such as latency, frequency, amplitude, slow component 

velocity, rapid component velocity, and direction (Figure 2). This task used 

to be performed manually and carried a significant level of subjectivity on the 

part of the expert; however, computer analysis can provide an objective, 

automated method to assess nystagmuses with which such subjectivity can be 

avoided.  

In the following sections, a system to assist in the early detection of balance 

disorders will be presented; this system was developed in the Country and 

has been operating for several years at an otorhinolaryngology center in the 

city of La Plata, Argentina. This system measures the eye movement 

generated when the patient is rotated while sitting on a chair. This method is 
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less invasive than other alternative procedures, such as introducing hot water 

inside the ear of the patient, but more costly due to equipment requirements.  

Since it was first installed, the system has undergone several technology 

updates to replace outdated hardware, with the consequent adaptation of the 

software developed. Some of the software improvements that have been 

implemented include an intelligent method based on neural networks aimed 

at detecting eye pathologies in an adaptive manner (as detailed in Section 3). 

Since this is a nondeterministic method, the strategy can be adapted for new 

technologies, thus accommodating various signals from several converter 

boards.  

 

Figure 2. Parts of a signal corresponding to left and right 

nystagmuses, respectively. The charts show variation in amplitude 

versus time. In both cases, two nystagmus phases can be 

identified: during the first one, the fast phase, amplitude goes up or 

down abruptly based on nystagmus direction. During the second 

one, the slow phase, amplitude slowly increases or decreases. 

Several tests are carried out, with durations between 20 and 60 seconds, 

including biological calibration, right optokinetic test, left optokinetic test, 

spontaneous nystagmus in the sitting position test, per and post-rotational 

nystagmus to the left, per and post-rotational nystagmus to the right, and 

pendular test.  

This paper is organized as follows: Section 2 describes the system, Section 3 

details the nystagmus recognition method, and Section 4 discusses the 

conclusions. 

2. System Description 

The system consists of two well-defined subsystems: a hardware system and 

a software system. Figure 3 shows a simplified diagram. The first subsystem 

includes: 
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 A chair, designed by an electronic engineer, where the patient sits 

while the test is carried out.  

 A horizontal LED bar showing a light that the patient must follow 

with his/her gaze.  

 A module that allows the healthcare professional to control the 

movement of both the chair and the light, and shows the 

corresponding velocity.  

 Four electrodes that are placed on the face of the patient to capture 

eye movement signals.  

 An A/D converter board for data acquisition.  

 A basic computer, where the software application is installed.  

 

 

Figure 3. General diagram of the entire system. 

As regards the software subsystem, it includes: 

 A controller for the board.  

 Signal acquisition, processing, and storage.  

 The database that includes all information pertaining to the patient, 

including tests and diagnosis carried out.  

 The algorithm for detecting nystagmuses.  

 The interface for the physician. 

Rotatory chair. The patient sits on a chair that can spin for the optikinectic 

studies, achieving a speed of up to 30° per second. The chair contains four 

electrodes which are placed on each side of the eyes and in the middle of 

them. By measuring the changes in the electrical field within the eye, the 

amount of rotation experienced it experiences can be measured during the 

study. Since the voltage signals captured by the electrode have very low 

intensity, an amplifier was attached to the output of the system. 
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Visual Interface. The visual portion is one of the most important 

components, since it is used by the physician to monitor signal acquisition in 

real time. Figure 4 shows the window used to view the signal. From top to 

bottom, the three channels being tested can be seen in it: both eyes combined, 

right eye, and left eye. The fourth channel corresponds to the velocity of the 

chair or movement of the light, depending on the type of test. Between tests, 

the physician can have the patient rest while asking him/her about symptoms 

and entering the information to the system.  

Once the test is finished, it can be re-run as it was originally recorded to 

observe signal acquisition in real time (scroll) without the patient being 

present. This allows the healthcare professional to free the patient and 

analyze the signal in greater detail (as if the patient were right there on the 

rotating chair), taking as much time as necessary to reach an accurate 

diagnosis. Also, the acquired signal can be viewed in full, applying slight 

scale improvements and smoothing it. This window is shown in Figure 5. As 

it can be observed, on the upper part of the first three channels there are blue 

markings that correspond to automatically identified nystagmuses; the 

physician can then manually add or remove them.  

Using the identified nystagmuses, calculations are carried out to build tables 

and charts that are part of an automated pre-diagnosis. This consists of a text 

created with default fill-in phrases that the specialist completes to issue the 

final diagnosis for the patient. Figure 6 shows one of the charts generated by 

the system. 

 

Figure 4. Signal acquisition and scroll window. 
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3. Automatic Identification of Nystagmus 

As mentioned above, one of the main goals of the system is to help analyze 

the signals recorded during the various types of tests that can be performed 

with the chair; in this sense, it is of interest that the system can automatically 

identify the nystagmuses in the signals. This functionality helps to mantain a 

high level of objectivity in nystagmus identification, regardless of the 

healthcare professional that is in charge of carrying out the test and his/her 

particular personal situation on any given day. It also streamlines the test 

itself, which allows providing a more efficient service to the patient and saves 

specialist time, who can therefore focus solely on the diagnosis. Additionally, 

the subsystem responsible for carrying out this analysis should be separate 

from the capture hardware, so that when the latter is updated, there is no need 

to re-calibrate the system.  

Since signals do not have a fixed number of nystagmuses, and these can 

appear at different positions and with different characteristics, there are two 

variables that are essential for the automated analysis of the signal: which 

signal sections correspond to the nystagmus phenomenon in the patient, and 

the direction of a nystagmus, i.e., whether any given nystagmus is a left or 

right nystagmus.  

 

Figure 5. Signal visualization and marking window. 

Using signal processing and automated learning techniques, a model was 

generated to analyze these signals. This model, based on artificial neural 
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networks, allows processing signal intervals and calculating the probability of 

an interval corresponding to a nystagmus and its direction.  

In order to apply the model, a peak detection algorithm is used that allows 

proposing signal intervals as potential nystagmuses to be analyzed. For each 

potential nystagmus, the model calculates the probability of it being an actual 

nystagmus and, if the value obtained is above a preset threshold, the 

corresponding interval is marked as a nystagmus.  

In the following subsections, the process used to generate the model and then 

apply it is described. 

3.1 Generation of the Model for Nystagmus Detection  

The detection model is based on ProbSom [3], a method developed for 

recognizing individuals based on voice features.  

With the purpose of obtaining a large number and variety of sample nystagmuses 

to train the model, the features that define the nystagmuses were analyzed and, 

from them, a database of artificial nystagmus signals was generated. These 

artificial nystagmuses were fed to the ProbSom for it to learn their features and be 

able to identify them when presented with a new signal.  

For the recognition process to be more effective, instead of using nystagmus 

data directly, a representation of these data based on their gradient and a 

windowing scheme was designed.  

 

Figure 6. Rotatory Intensity-Damping Test window. 
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Then, after pre-processing the nystagmus signal, its gradient is calculated to 

obtain the invariance value corresponding to the mean amplitude of the signal 

and have a measure of its movement. The resulting gradient vector has as 

many elements as original sample points are in the signal.  

Since ProbSom losses all gradient sequence information, i.e., it only analyzes 

the properties of the signal regardless of their order, a windowing scheme is 

used to include this temporal relation to signal properties. Thus, based on a 

signal that has M samples, V -sized windows can be generated by taking V 

consecutive samples from the signal. In particular, for a signal with M 

samples and V -sized windows, a total of M −V + 1 windows are generated.  

 

 

Figure 7. Diagram representing the process used to train the 

nystagmus recognition model. 

 

Figure 8. Generation, from signal gradient, of M −V + 1 = 4 

windows for a signal with M = 6 and window size V = 3. 

As already mentioned, the recognition model used to detect if any given 

portion of the signal corresponds to a nystagmus is based on ProbSom. The 

essential idea of this method consists in training a Self-Organizing Map 

(SOM) [4], a type of associative neural network, with small nystagmus 

portions, so that the model can learn their features. Then, each neuron on the 

network is associated to one of these nystagmus features, and each feature is 

in turn associated to a class (left nystagmus, right nystagmus, non-

nystagmus). In particular, the probability of a nystagmus belonging to one of 

the classes is determined, given that it presents a certain feature.  

In this case, each feature consists in the signal having some of the windows 

mentioned in the previous section.  
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This training process is carried out using model nystagmuses; in particular, 

our system uses artificial nystagmuses. Then, during the classification stage 

of a real signal, the model will be able to take a portion of that signal and 

decide whether it corresponds to a nystagmus or not and, if it does, it will be 

able to decide what type of nystagmus it is. 

3.2   Application of the Nystagmus Detection Model 

With the previous model to detect if a portion of a signal corresponds to a 

nystagmus and if identified nystagmuses are left or right nystagmuses, the 

entire signal can be processed to detect all nystagmuses present in it.  

Detection consists of three parts. First, the signal is pre-processed to remove 

undesired noise and inter-subject differences, as well as those differences 

caused by varying experimental conditions. Then, a traditional peak detection 

algorithm is run to find maxima and minima within the signal, and, using this 

information, the signal is segmented into intervals that represent potential 

nystagmuses. Finally, the recognition model processes each of these intervals 

to validate if they effectively correspond to a nystagmus and, if they do, it 

determines their directions. These steps are described in detail below. 

 

Figure 9. Three stages of the nystagmus detection process in a signal. 

 

The signals originated from electronystagmographies present systematic 

differences caused by inter-subject variations and variations in the conditions 

for carrying out the test, such as mean room lighting. Therefore, signal 

amplitude is normalized for the interval [−1,1] in order to standardize the 

meaning of this variable. 

 

Figure 10. Maxima and minima detected in a signal that has 

undergone two smoothing processes. 

 

Additionally, the signal contains noise from errors that are inherent to the 

capture system, as well as undesirable movements made by the patient. Since 

the removal of such noise at this stage is also important to prevent the 
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deformation of the natural peaks present in the signal, a Savitzky-Golay filter 

[5] was applied in a window of size w = 13, with a polynom of order n = 2.  

It should be noted that in this case, the entire signal is pre-processed, not just 

a portion that corresponds to a nystagmus.  

After the signal has been normalized, it is segmented into potential 

nystagmus, which will be then confirmed or discarded by the detection 

model. Segmentation is based on the detection of peaks, using them as 

indicative of the beginning and the endo of a nystagmus, which helps save 

calculation time, and filtering those signal portions that do no correspond to a 

nystagmus.  

Thus, signal minima and maxima are identified by means of a traditional 

peak detection algorithm. However, before this step, the signal is strongly 

smoothed once again to increase to remove spurious maxima and minima, 

leaving only the most salient peaks. 

Using these maxima and minima, potential intervals are identified that could 

correspond to nystagmuses in the original, non-smoothed signal. In the case 

of nystagmuses to the right, intervals with two minima around a maximum 

are detected, and the opposite for nystagmuses to the left, thus generating two 

sets of potential nystagmuses, one for each type. These intervals are filtered 

so that they do not overlap. 

 

Figure 11. Potential nystagmuses to the right (blue rectangles). 

 

For the application of the classification model, the segmented signal portions 

corresponding to potential nystagmuses are pre-processed and the 

representation described in Subsection 3.1 is calculated for each portion. 

Then, the ProbSom model uses these representations to calculate the 

probability that these signal portions belong to the left nystagmus or right 

nystagmus classes, or to sort them as belonging to any of the rejection 

classes.  

It should be noted that only potential nystagmuses to the right, i.e., 

nystagmuses that are formed by a maximum peak between two minimum 

peaks, are considered for classification as right nystagmuses, and vice-versa 

for left ones.  

Thus, in the case of potential right nystagmuses, the system confirms that 

they are indeed nystagmuses if the probability calculated by ProbSom for the 
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class right nystagmus is at least double than for the rest of the classes. The 

same criterion is applied for potential left nystagmuses. 

4. Conclusions 

A system that helps diagnose balance pathologies has been presented. It is 

being successfully used at a doctor's office, assisting in performing of dozens 

of tests each month.  

The system allows the physician to capture and store the signals recorded 

during an electronystagmography and associate them to a patient and a set of 

studies so that patient history can then be reviewed with information from all 

the tests that he/she has undergone.  

Additionally, the signals captured during the electronystagmography are 

automatically analyzed to identify nystagmuses and this information is 

presented to the health-care professional to help him/her reach a faster and 

more objective diagnosis. Using this intelligent processing, the values 

obtained in the test are compared to those corresponding to normal reference 

values, so that the physician can quickly determine if the patient suffers some 

pathology. This processing is independent from the hardware equipment used 

for the capture.  

It should be noted that the system is a national development with a low 

associated cost, versus the significantly higher costs of other commercially 

available products with similar functionalities that are produced abroad. 

References 

1. Brandt, T., Daroff, R.B.: The multisensory physiological and pathological vertigo 

syndromes. Ann Neurol 7(3), 195-203 (1980). 

2. Claussen, C.F., Bergmann, J.M., Bertora, G.: Equilibriometría y Tinnitología 

Práctica (2009). 

3. Estrebou, C., Lanzarini, L., Hasperue, W.: Voice recognition based on probabilistic 

SOM. In: Latinamerican Informatics Conference. CLEI 2010. Paraguay. October 

2010. (2010). 

4. Kohonen, T.: Self-organizing maps, vol. 30. Springer (2001). 

5. Savitzky, A., Golay, M.J.: Smoothing and differentiation of data by simplified 

least squares procedures. Analytical chemistry 36(8), 1627-1639 (1964). 

6. Serra, A., Leigh, R.J.: Diagnostic value of nystagmus: spontaneous and induced 

ocular oscillations. J Neurol Neurosurg Psychiatry 73(6), 615-8 (2002). 





V

Signal Processing and Real-Time 
Systems Workshop





COMPUTER SCIENCE & TECHNOLOGY SERIES                                                                               245 

Emotional Status Focused on Stimuli by Applying 

Brain-Machine Interface  

JORGE IERACHE1, FACUNDO NERVO1, GUSTAVO PEREIRA1,  
JUAN IRIBARREN1 

  

Instituto de Sistemas Inteligentes y Enseñanza Experimental de la Robótica (ISIER)1  
Facultad de Informática Ciencias de la Comunicación y Técnicas Especiales  

Universidad de Morón, Cabildo 134, (B1708JPD) Morón, Buenos Aires, Argentina  
54 11 5627 200 int 189 
jierache@yahoo.com.ar 

 

Abstract:   This article shows the initial outcomes in developing a 
recording and reading system of emotional status records of an 
individual by using Brain-Machine Interface (BMI) focusing on 
arousal and meditation when faced to audiovisual stimuli.  

Keywords: Emotional Control, Brain Machine Interface, Bio-
Electrical Signal, Human Machine Interfaces. 

1. Introduction 

Over the last twenty years [1], the development of BMI has increased, thus 
allowing communication between the user’s mental and cognitive functions 
to be processed and classified in order to be interpreted by applications or 
specific devices. The uses of BMI can range from robot control [2], 
wheelchairs, computer control, domotics [3] to video games [4]. Prior 
research [5], [6], [7] focused on the user’s electrical biopotentials through 
electromiogram, electroencephalogram and electrooculogram which are 
electrical biosignals generated by activity patterns of the user’s muscles, 
brain and eyes. In this case, we work on the readings of the user’s emotions, 
focusing on arousal and meditation. The research of BMI interfaces is 
developed in a multidisciplinary, scientific field with a range of uses from 
computing, domotics to robotics and entertainment [8].  Different papers 
were presented appealing to electroencephalogram (EEG) signaling used in 
mental commands such as moving a computer’s pointer [9], [10] based on 
Brain-Machine Interface (BMI).  Saulnier et. al. [11] implement a speed 
control based on electromiograms and infer the user’s stress level by 
electroencephalograms and thus, influence the social behavior of domestic 
robots, particularly a robot vacuum. Recent research by Mitsukura [12], using 
Neurocam [13], allows to capture images the user observes from a threshold 
of emotional status. Other Neurowear [14] applications, such as Necomimi 
[15] (Fig. 2.a) and Shippo [16] (Fig. 2.b) link a device on the user’s head to 
the control of cat ears or animal tails which, according to emotional status, 
adopt different positions. 
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   Fig. 1. Neurocam                Fig. 2.a. Necomimi                     Fig 2.b. Shippo 
 

 
EEG sensors together with BMI also open the possibility to diverse software 
uses allowing to directly obtain signals from the user’s brain waves in order 
to know taste, sensations and emotional status. Some examples of the 
abovementioned can be observed in the applications: ZEN TUNES (Fig. 3.a) 
is an iPhone app which analyzes brain waves emitted when listening to music 
and produces a musical graph based on the “relaxation” and “focus” states of 
the listener. The reproduction list is unique to the listener since it organizes 
the information according to how each song is perceived by the user and it 
can be understood as his/her personality. NEURO TURNTABLE (Fig. 3.b) is 
a music player, which reads neural waves and plays music only when the user 
concentrates. The music starts when the user concentrates and automatically 
stops when he/she starts talking to someone or thinks about something 
different. There is a kind of unconscious dialogue between the user and the 
application, in which the user realizes he/she could not actually be focused on 
the music, even when thinking he/she was. 
 

 

  
Fig. 3.a. ZEN TUNES 

 
Fig. 3.b. Neuro Turntable 

 
Brain Disco is a project in which DJs must keep the audience’s attention that 
is measured through brain wave sensors in order to continue playing music. If 
the average attention span remains lower than a determined threshold for 
some time, the DJ is expelled. NeuroSky has developed a family of 
headbands called MindWave which are designed so that developers can 
quickly create applications monitoring electroencephalogram signals. The 
MindWave family is divided into MindWave and MindWave Mobile. 



COMPUTER SCIENCE & TECHNOLOGY SERIES                                                                               247 

MindWave is designed to run on PC and Mac while the Mobile version is 
also compatible with mobile devices running on IOS and Android operating 
systems.In the context of emotion capturing tools, the manufacturer of BMI 
EMOTIV EPOC provides a set of libraries to being able to work with the 
three Suites (Expressive, Affective, and Cognitive). The manufacturer, in its 
online shop in the section “application/neurofeedback”, also offers the 
application Mind WorkStation from Transparent Corp [17]. It is an all-in-one 
set of tools for professional development in “brainwave synchronization” 
(Brainwave Entertainment) fully compatible with EMOTIV EPOC and with 
which real-time emotions can be, among many other things, charted and 
exported to a spreadsheet file with a specific representation determined by the 
manufacturer which, in our research, was not suitable since we were not able 
to record the reading and storage of emotional data from BMI in 
correspondence with the external stimulus provided to the user.  
 
2. Problem 
In order to capture and record the emotional values according to the stimuli 
provided in an editing software, it was necessary to develop an application 
allowing the search for global patterns from different users when faced to 
audiovisual stimuli. 
 
3. Solution description 
As the basis of the proposed solution, the experiences from the prior research 
works focusing on the execution of commands by using BMI from EMOTIV 
[18], [19] were taken into consideration; this BMI (Fig. 4.a) was used with a 
NXT robot control (Forward, Backward, Left, Right). In CACIC 2013 real 
demonstrations of device control (DVD player, music player, lamp) were 
performed by using BMI from Emotiv based on the Framework developed 
for device control [20]. 

 

 

 
 

Fig. 4.a. BMI Emotiv 
 

 
Fig. 4.b. Affective Suite 
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BMI (Brain Machine Interface) EMOTIV EPOC, articulated with its SDK 
features a control panel to create the user and log the profile; it also helps to 
visualize the connection status of sensors and represents different record 
patterns (expressive, affective and cognitive). In particular, our current 
research development focuses on the affective record pattern, which verifies 
different moods. The affective suite (Fig. 4.b) allows the visualization of 
certain emotional mood changes according to time.   
 
The recorded emotional moods are: Commitment/Boredom, Frustration, 
Meditation, Instant Arousal, long-term Arousal. Two schemes can also be 
visualized; one short-term 30-second scheme and one long-term scheme 
allowing the visualization of any of the emotional moods for at least 300 
seconds (5 minutes). In both graphics there exists the possibility of choosing 
the moods the user prefers to analyze and also picking any particular color. 
 
The developed application allows the recording and storage of emotional 
signals read with EMOTIV EPOC during a certain period of time while the 
user is stimulated with an external source (audiovisual presentation) and then, 
it performs an analysis in order to find patterns by linking the stimuli which 
produced changes in the user’s biosignals. Thus, the user logs the duration of 
the session in which generated emotions will be recorded from external 
stimuli of a presentation file; for the case trials, two stimuli were set up: a 
black picture and an audio of a telephone recording. Then, when logging the 
session in the application, the emotions are recorded with the developed 
application; these emotions detected by BMI are linked to the audio or image 
shown at that moment and stored in a database until reaching the duration of 
the session defined by the user. After finishing the session, it is created a 
spreadsheet file with the recorded values for further analysis to find patterns 
arising from the stimulus/recorded emotion relation and have a unique 
identifier of the session number and a time marker (HH:MM:SS) linked to 
each recording at every instant, creating the session file. In Figure 5,a 
conceptual diagram of the described process can be observed. 
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Fig. 5. Integration of BMI-Emotiv and the emotion recording and storage 

application. 
 
. 

 
The application was developed in .NET C# with WinForms and Entity 
Framework with SQLite as database, on a three-layer architecture (Client-
Business-Data). For the connection to BMI, the API from Emotiv [21] was 
used; it is an application programming interface or, more specifically, a 
library of functions offered by EMOTIV so that developers can write 
software applications which work with the BMI device and the detection 
suites.To develop the application, the library DotNetEmotivSDK.dll, which is 
a library wrapper written in C but specifically developed for .NET, was used. 
Figure 6 represents the component diagram, which shows the interaction 
between the client software (ClienteWF) and the components related to 
emotion recording and storage (LogicaEmotiv, DotNetEmotivSDK.dll) and 
spreadsheet file generation (ClosedXML.dll) 
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Fig. 6. Component diagram 
 

 
Figure 7 shows the class diagram with properties and methods used to 
connect all the solution components. The class AdministratorEmotiv 
(AdministradorEmotiv) stands out since it verifies that the emotion 
recording time is no longer than the session, records the stimulus from the 
readings EPOC would detect and assigns the values related to emotions so 
that the class StorageBaseEmotion (RepositorioBaseEmocion) enters the 
values represented by the class Emotion assigned in each reading. 
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Fig. 7. Class diagram  
 
 
 

Figure 8 shows the application sequence diagram from the beginning of a 
new recording session, logged in by the user, where the class 
AdministratorEmotiv extracts the maximum value from the session 
number; it records the stimulus from the emotion signal readings while the 
time elapsed is shorter than the test time. Via the class StorageBaseEmotion 
(RepositorioBaseEmocion) the values obtained from each biosignal reading 
are inserted until the creation of a spreadsheet file with the data from the 
recently executed session.  
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Fig. 8. Application sequence diagram  
 
 
 

 
4. Trials and Obtained outcomes 

 
In order to perform the trials, it was used a room without sound from the 
exterior or light so that the user would concentrate and avoid external stimuli 
that would disrupt the trial and allow uncontrolled or exterior-related 
emotions. During the trial, two PCs were placed; the first one executed the 
session creating the audiovisual stimuli through headphones and speakers, 
and the second one ran the application recording the values read by Emotiv 
EPOC. A series of trials [22] were performed between two male individuals 
with an average age of twenty-seven both independently performing a total of 
eight tests. The stimulation session used in each test was performed for a total 
duration of four minutes (240 seconds) and with full-screen visualization. 
During the first minute (0 - 60 seconds), a black, soundless image is observed 
(stimulus A). During the next two minutes (61 - 180 seconds), an audio 
recording of a telephone call to 911 is played [23]; the call was made by a 
teenager asking for help due to a domestic violence incident; this recording is 
paired with a white image (stimulus B). During the last minute (181 - 240 
seconds), a black, soundless picture is shown again (stimulus A). The short-
term arousal values and the meditation values were considered by default for 
the test recordings. The synchronization for execution corresponds to the 
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beginning of the session generated by the individual. Consequently, a graphic 
from one of the tests which has been randomly chosen (Fig. 9) is shown to 
describe how the emotion values vary during the period of time with the 
stimuli used in the test. The periods of time each stimulus lasted during the 
test are shown in it. 

 

 
 

Fig. 9. Representation of the recorded values in a session 
 
Stimulus A: absence of sound/audio and black image (60 seconds). 
Stimulus B: 911 phone call and white image (120 seconds). 
 

 
In the representation, during stimulus A, a slightly increasing arousal value 
and a stable meditation value can be observed. When stimulus B starts, the 
arousal increased due to the contrast from the black to white image and from 
the absence of sound to the phone call. Then, during the most dramatic 
moment of the phone call (the teenager is crying because the mother is being 
beaten), the arousal reaches its highest value for about 30 seconds. Near the 
end of the test, when stimulus A is shown, the arousal value decreased and 
remained unchanged. Figure 10 represents the arousal results obtained during 
four of the tests performed on an individual. 

 

 
 

Fig. 10  Arousal results obtained from the sessions 
 

By having all the arousal results from the test chosen for analysis 
represented, it can be observed that after stimulus A, when stimulus B starts, 
the arousal value increases for some seconds; in some cases, it can be 
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observed that this happens a few moments before; in others, it happens 
moments later, but almost all reach the same value. Then, during the most 
dramatic moment of the call, it can be observed that the individual’s 
maximum arousal value is reached for a mean period of time of 15 seconds. 
During the last part of the test, a decrease in the user’s arousal can be 
observed.  
Of the tests performed, we have concluded that general patterns of emotional 
behaviour related to stimuli can be found, especially when related to an 
individual’s arousal. Lastly, figure 11 represents the mean arousal and 
meditation values of each individual, with the values obtained from the eight 
performed tests. 

 

 
 

Fig. 11. Mean meditation and arousal values obtained from the sessions chosen  
for both individuals 

 
Finally, from the analysis of the eight trial sessions, it can be concluded that 
with a specific sound stimulus (in our case, a real recording of a phone call 
asking for help) it is possible to repeat an arousal value pattern during a 
period of time with different users considering that the values obtained by 
each individual are independent.  

5. Conclusions and Future Lines of Research 

Even though the signal values obtained from each individual are independent, 
it is not possible to anticipate that two users would generate equal emotional 
values since each of them responds with their emotional level. However, the 
aim of recording and representing the values according to the stimuli the 
individual faced was achieved, thus proving that similar patterns are 
emotionally repeated in both individuals. 
  
In the context of future lines of research, it is intended to expand the 
application functionalities with the development of a framework allowing 
multi-media stimuli integration, improving record collection and exploitation, 
and automatically finding patterns. Other research areas focus on the 
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emotional learning of robots, devices with answer to the user’s emotional 
state. 
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Abstract. We present the characteristic and minimal polynomials of 

the linear algorithms Trivium and Trivium Toy. We show the different 

cycles and minimum lengths obtained. The existence of initial states 

determining short cycles is verified. Finally, linear Trivium Toy is 

shown to be as cryptologically secure as the linear Trivium algorithm. 

Keywords: Trivium, Trivium Toy, cycles, periods, weak initial states. 

1. Introduction 

1.1   Pseudo-random Sequences 

Pseudo-random sequences with long cycles and high linear complexity are 

widely used in the fields of communications and cryptology. 

Until recently, these sequences were generated with simple algorithms, using 

Linear Feedback Shift Registers (LFSR) – alone or combined – along with 

certain non-linear components. 

Currently, their design has become more complex. Nonetheless, two 

cryptological properties should be carefully observed and controlled: the 

length of the cycle and the linear complexity. Generators with short periods, 

small cycles or low linear complexity are cryptanalized and then broken. 

Hence, algorithm design must verify that it achieves an acceptable limit value 

of the minimum period. 

1.2   Trivium and Trivium Toy 

The stream cipher Trivium – an e-STREAM finalist- has successfully en-

dured every cryptological attack so far. [2, 6, 13]. However, its minimum 

period has not been determined neither by design nor by cryptanalysis, re-

maining as an open problem to this date. 

mailto:acastro,
mailto:acastro,
javascript:clickAddress(%22Eduardo%20Malvacio%20%3cedumalvacio@gmail.com%3e%22)
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2. Overview 

2.1   Feedback Shift Register (FSR) 

Let the polynomial f(x): 

 
f(x) = c0x0

 + c1x1 + c2x2 +………+ cn-1xn-1 +xn ci  {0,1} (1) 
 
be an n

th
 degree characteristic polynomial over GF(2). 

A sequence s = {si} is a length n LFSR sequence generated by f(x) if it satisfies 

the following linear recurrence relation: 

 

 



 

1

0

n

i
ikikn scs   (k=0;1;2;...) (2) 

 

Note that if the first n bits of s belong to the initial state, the register 

corresponds to a feedback polynomial (feedback function). 

If, on the other hand, s begins with the fed bits, except for those in the initial 

state, the characteristic polynomial is considered a feedforward function. 

The polynomial f(x) can also be interpreted as a linear Boolean function 
  

f: {0,1}n →{0,1} 
 

 f(x0; x1;..; xn-1) = c0x0 + c1x1 +...+ cn-1xn-1 

(3) 
 

(4) 
 

If the resulting function is non-linear, it is considered a Non-Linear Feedback 

Shift Register (NLFSR). 

(s0; s1;…; sn-1)        si  {0,1} (5) 

where si is the initial state of the LFSR generating the sequence s. 
Given any polynomial f(x) of degree n, the reciprocal polynomial f*(x) is 

defined as 
 f*(x) = xn f(x-1) (6) 

2.2   Properties of m-sequences 

If f(x) is a primitive polynomial
1
, s is an m-sequence, thus s has a maximum 

cycle of 2
n
-1; i.e., given any initial state (except when all values equal 0), all 

sequences belong to the same cycle. 

If f(x) is not primitive, different initial states generate cycles smaller than 2
n
-

1. [7] 

                                                      
1 A polynomial f(x) over GF(2), irreducible of degree n, is primitive if the least positive integer 

m such that f(x)(xm + 1) is m = 2n-1. 
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A minimal polynomial of s is the polynomial of the smallest degree generat-

ing s.  If m(x) is the minimal polynomial of s, then m(x) divides f(x). 
The linear complexity of s (LC(s)) is the degree of the minimal polynomial 

m(x). In general, m(x) can be found using the Berlekamp-Massey algorithm, 

taking 2LC(s) consecutive bits [10]. 
S(f(x)) is defined as the set of all binary sequences which satisfy the recur-

rence relation determined by f(x). 
The order of f(x) is defined as the least positive integer e such that f(x)x

e
 +1. 

The period of a sequence s equals the order of its minimal polynomial. It is 

the least integer p such that sn = sn+ p for every positive n. 

The array (s0; s1;...; sp-1) is the cycle of the sequence s and its size is equal to p. 

2.3   Linear Trivium 

The stream algorithm TRIVIUM was created by Christophe De Cannière and 

Bart Preneel. It was designed to generate at least 2
64

 bits, using an 80-bit 

secret key and an initialization vector (IV) of also 80 bits [3]. 
It consists of three combined NLFSRs. The first register controls the second, 

the second controls the third, and the last one controls the first. 

The core idea behind the design focuses on using the principles of block 

cipher design to create equivalent components in stream ciphers. 

Three parts can be clearly identified in the design: 

- A linear part originated by a 96-bit sub-generator which consists of 

three linear feedforward and feedback registers. 

- An interleave process in threes of the linear Trivium sub-generator 

[8]. 
- A non-linear part obtained from AND operations in the linear Trivi-

um. 

The output consists of three combined non-linear shift registers of lengths 93, 

84, and 111 in which particular positions are selected to obtain a key bit 

stream. Whereas no efficient attack has successfully broken the generator, its 

period remains undetermined [11, 12]. 

A complete description is given by the following simple pseudo-code: 

 
INPUT: s0, s1,..,s287 initial state, integer n., si 

{0,1}. 
OUTPUT: binary sequence {kt} 

 1.Initialization. 

1.1 t1  s65  s92 
1.2 t2  s161  s176 
1.3 t3 s242  s287 

 2.While ( t<n ) do the following: 
2.1  kt t1  t2   t3 
2.2  t1 t1  s90  s91   s170 
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2.3  t2 t2  s174  s175  s263 
2.4 t3 t3  s285  s286  s68 

  2.5  (s0;s1;...;s92)(t3;s0;..;s91) 
  2.6 (s93;s94;..;s176)(t1;s93;..;s175) 
  2.7 (s177;s178;..;s287)(t2;s177;..;s285) 
 3.Return {kt} 
 

Note that  is the XOR operation and  the AND operation. 
 

 
Fig.1: Original Trivium diagram  

 

The linear Trivium algorithm follows the same procedure with the exception 

of the AND operations which are omitted. Terms s90  s91, s174  s175 and s285 

s286 are eli-minated. 

2.4   Linear Trivium Toy 

In [1] we present a reduced model of the Trivium algorithm. The reduced 

model - decimated by 3 is based on previous work by Yun Tian et al, who 

developed an extended model of the TRIVIUM structure [14]. 

The model consists of three NLFSRs - X, Y, and Z - of lengths 31, 28 and 37 

in the following states: 

(7) 
 

X(31): X0, X1,…………,X30 
Y(28): Y0,Y1,………….,Y27 
Z(37): Z0, Z1,………….,Z36 

 
 

 

http://www.informatik.uni-trier.de/%7Eley/pers/hd/t/Tian:Yun.html
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Being the feedback of each register; i.e. the bit input in each: 

 

X0: Z21  Z36  Z35 Z34  X22 
Y0: X21  X30  X29X28  Y25 
Z0 : Y22  Y27  Y26Y25  Z28 

 
(8) 

 

and the key bit stream: 
 

Kt: X21X30Y22Y27Z21Z36 (9) 

In a stream cipher each plaintext bit is encrypted one at a time with the corre-
sponding bit of the key bit stream, to give a bit of the ciphertext stream. 

 

Ct = Pt  Kt (10) 

where Ct is the cipher bit and Pt is the plaintext bit. 
 
The linear Trivium Toy algorithm consists of the same equations shown in (8) 

omitting the AND operations. Terms Z35 Z34, X29X28 and Y26Y25  are 
eliminated. 
 

 

 
 

Fig.2: Trivium Toy diagram. 
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3.  Characteristic Polynomial of the Linear Trivium Sub-
generator and the Linear Trivium Toy 

3.1   Feedforward and Feedback Functions of the Linear Trivium Sub-

generator 

The feedforward and feedback functions (fi(x) and gi(x) respectively) in their 

reciprocal form (6), define the Trivium sub-generator [2] and determine their 

characteristic polynomial p(x): 
 

 
𝑝(𝑥) =∏𝑓𝑖

∗
(𝑥)+

𝑖

∏𝑔𝑖
∗
(𝑥)

𝑖

 

 

(11) 

𝑓𝑖
∗ {

𝑓1
∗ = 1 + 𝑥9 

𝑓2
∗ = 1 + 𝑥5

𝑓3
∗ = 1 + 𝑥15

  (12) 

 

𝑔𝑖
∗ {

𝑔1
∗ = 𝑥31  +  𝑥8 

𝑔2
∗ = 𝑥28 + 𝑥2

𝑔3
∗ = 𝑥37 + 𝑥8

  

 

(13) 

𝑝(𝑥) = 𝑥96 + 𝑥73 + 𝑥70 + 𝑥67 + 𝑥47 + 𝑥44 + 𝑥41 + 𝑥29 + 𝑥24 + 𝑥20

+ 𝑥18 + 𝑥15 + 𝑥14 + 𝑥9 + 𝑥5 + 1 
(14) 

 

The polynomial is not irreducible, i.e., it can be expressed as a product of two 

polynomials such that: 

 

 

q(x)=(x+1)3 (16) 
 

𝑟(𝑥) = 𝑥93 + 𝑥92 + 𝑥89 + 𝑥88 + 𝑥85 + 𝑥81 + 𝑥80 + 𝑥77 + 𝑥76 + 𝑥73

+ 𝑥72 + 𝑥70 + 𝑥68 + 𝑥67 + 𝑥44 + 𝑥43 + 𝑥41 + 𝑥39

+ 𝑥38 + 𝑥35 + 𝑥34 + 𝑥31 + 𝑥30 + 𝑥27 + 𝑥25 + 𝑥23

+ 𝑥20 + 𝑥19 + 𝑥17 + 𝑥14 + 𝑥13 + 𝑥12 + 𝑥9 + 𝑥8

+ 𝑥6 + 𝑥4 + 𝑥 + 1 

(17) 

 

where r(x) is a primitive polynomial. 

3.2   Feedforward and Feedback Functions of the Linear Trivium Toy 

Due to [1], consider the X register. The feedforward of the Z21 position 

corresponds to x
22

 of f3; and the feedback X22 corresponds to x
23

 of g1.  

𝑝(𝑥) = 𝑞(𝑥) ∗ 𝑟(𝑥) (15) 
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For the Y register, the feed-forward of the X21 position corresponds to x
22

 of 

f1; and the feedback is Y25, corresponding to x
26

 of g2.   
 

For the Z register, the feed-forward of the Y22 position corresponds to x
23

 of 

f2; and its feedback is Z28, corresponding to x
29

 of g3. 

 

 
























1)(x)(x*)x(x(x)f

1)(x)(x*)x(x(x)f

1)(x)(x*)x(x(x)f

)x(f
15373722

3

5282823
2

9313122
1

i  (18) 

 

 

 

As explained above, the feedforward and feedback functions (fi(x) and gi(x) 

respectively) define the linear Trivium Toy and determine its characteristic 

polynomial p(x). 
 

The characteristic polynomial of the linear Trivium Toy is obtained by 

applying formulaes (6) and (11) to f
*

i(x) and g

i(x). The resulting p(x) is the 

same as the polynomial of the linear sub-generator of Trivium, as well as the 

one obtained in formula (14). 

4.  Calculating Sequences and Periods of the Linear Trivium Toy 

4.1   Background 

In order to establish the main results of this section, the following theorems 

must be considered [9]: 
 

Theorem 1: Let f(x) = ∏ 𝑓𝑖
𝑏𝑖

𝑖 where the fi(x) are distinct irreducible 

polynomials over GF(2) and bi are positive integers. Then: 
 

𝑆(𝑓(𝑥)) = 𝑆(𝑓1(𝑥)
𝑏1) + 𝑆(𝑓2(𝑥)

𝑏2) + ⋯+ 𝑆(𝑓𝑛(𝑥)
𝑏𝑛)    (20) 

 

Define 𝑆(𝑓1(𝑥)
𝑏1) + 𝑆(𝑓2(𝑥)

𝑏2) + ⋯+ 𝑆(𝑓𝑛(𝑥)
𝑏𝑛)  

to be the set of all 

sequences s1+s2+…+ sn with si  S(fi(x)
b(i)

). 
 

Theorem 2: for each i = 1; 2;…;  n, let si be a linear recurring sequence in 

GF(2) with a minimal polynomial fi(x) GF(2)[x] and a least period pi.  

If the polynomials f1(x), f2(x),..., fn(x) are pair-wise relatively prime, then the 
























3783729
3

2822826
2

3183123
1

i

xx)(x*1)(x(x)g

xx)(x*1)(x(x)g

xx)(x*1)(x(x)g

)x(g  (19) 
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least period of s1+ s2+...+ sn   is equal to the least common multiple of p1; 

p2;…; pn. 
 

Theorem 3: let f(x) = (g(x))
b
 with g(x) GF(2)[x] irreducible over GF(2), 

g(0) ≠ 0, degree (g(x)) = k, order (g(x)) = e, and b a positive integer. Let t be 

the smallest integer with 2
t 
≥ b. Then, S(f(x)) contains the following numbers 

of sequences with  least periods: one sequence with least period 1, 2
k
-1 

sequences with least period e, and for b ≥ 2,  2
    2

  1  sequences with 

least period e*2
j   

(j=1;,.;t-1), and   𝑏   2
  1  

sequences with least period e*2
t 
. 

4.2   Linear Trivium Toy Sequences and Periods 

Formula (15) shows that the characteristic polynomial p(x) of the Linear 

Trivium Toy is reducible. Thus, different initial states yield different Least 

Periods or cycles. Theorems 1 to 3 are applied to obtain the following values: 

  
For q(x) = (x+1)

3 
from (16), given that it is not primitive: 

 

Number of 

Sequences 

Least 

 Period 

2 1 

2 2 

4 4 

Table 1: Number of sequences and least periods for q(x). 
 

For the primitive r(x) in (17), a null trivial sequence is obtained and the rest 

of all possible sequences of maximum length are shown in the following 

table: 
 

Number of 

Sequences 

Least 

Period 

1 1 

2
93

-1 2
93

-1 

Table 2: Number of sequences and least periods for r(x). 

 

Thus, for the polynomial p(x): 

 
Number of 

Sequences 

Least  

Period 

2 1 

2 2 

4 4 
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2*(2
93

-1) 2
93

-1 

2*(2
93

-1) 2*(2
93

-1) 

4*(2
93

-1) 4*(2
93

-1) 

Table 3: Number of sequences and least periods for p(x). 
 

It can be observed that there are 8 sequences with short periods (of length 1, 

2 and 4 bits). Hence, these sequences have been generated by weak initial 

states. 

5. Calculating Sequences and Periods of the Linear Trivium 

5.1 Feedforward and Feedback Functions of Linear Trivium with 

interleave process 

The feedforward and feedback functions defining the linear Trivium -i.e., the 

sub-generator and the interleave process- are: 
 
























45
3

15
2

27
1

1
1
1

x)x(f

x)x(f

x)x(f

)x(f i  (21) 

 
























24111
3

684
2

2493
1

xx)x(g

xx)x(g

xx)x(g

)x(g i  

 

(22) 
 

Given that the characteristic polynomial of the linear Trivium takes the form 

in (11) but with the functions shown in (21) and (22), the characteristic 

polynomial p(x) is: 
 

𝑝(𝑥) = 𝑥288 + 𝑥219 + 𝑥210 + 𝑥201 + 𝑥141 + 𝑥132 + 𝑥123 + 𝑥87 + 𝑥72

+ 𝑥60 + 𝑥54 + 𝑥45 + 𝑥42 + 𝑥27 + 𝑥15 + 1 
(23) 

 

 
The polynomial is not irreducible, that is, it can be expressed as the product 

of four polynomials such that: 

 
q(x)=(x+1)3 (25) 

 
s(x)=(𝑥2+ x+1)3

 (26) 
 

 

𝑝(𝑥) = 𝑞(𝑥) ∗ 𝑠(𝑥) ∗ 𝑡(𝑥) ∗ 𝑢(𝑥) (24) 
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𝑡(𝑥) = 𝑥93 + 𝑥90 + 𝑥87 + 𝑥86 + 𝑥84 + 𝑥83 + 𝑥82 + 𝑥81 + 𝑥80 + 𝑥79

+ 𝑥78 + 𝑥77 + 𝑥74 + 𝑥72 + 𝑥71 + 𝑥70 + 𝑥67 + 𝑥65

+ 𝑥63 + 𝑥62 + 𝑥51 + 𝑥44 + 𝑥41 + 𝑥38 + 𝑥35 + 𝑥34

+ 𝑥31 + 𝑥29 + 𝑥27 + 𝑥25 + 𝑥24 + 𝑥21 + 𝑥19 + 𝑥17

+ 𝑥16 + 𝑥15 + 𝑥11 + 𝑥9 ++𝑥8 + 𝑥6 + 𝑥5 + 𝑥 + 1 

(27) 

 

 

 
𝑢(𝑥) = 𝑥186 + 𝑥180 + 𝑥179 + 𝑥175 + 𝑥174 + 𝑥173 + 𝑥172 + 𝑥167 + 𝑥166

+ 𝑥164 + 𝑥163 + 𝑥162 + 𝑥161 + 𝑥160 + 𝑥158 + 𝑥157

+ 𝑥152 + 𝑥151 + 𝑥150 + 𝑥149 + 𝑥148 + 𝑥147 + 𝑥144

+ 𝑥142 + 𝑥141 + 𝑥140 + 𝑥139 + 𝑥138 + 𝑥135 + 𝑥130

+ 𝑥129 + 𝑥127 + 𝑥124 + 𝑥121 + 𝑥120 + 𝑥116 + 𝑥115

+ 𝑥113 + 𝑥110 + 𝑥109 + 𝑥107 + 𝑥101 + 𝑥100 + 𝑥98

+ 𝑥96 + 𝑥95 + 𝑥91 + 𝑥90 + 𝑥88 + 𝑥86 + 𝑥80 + 𝑥78

+ 𝑥75+𝑥74 + 𝑥71 + 𝑥70 + 𝑥69 + 𝑥66 + 𝑥64 + 𝑥61

+ 𝑥58 + 𝑥53 + 𝑥52 + 𝑥50 + 𝑥48 + 𝑥46 + 𝑥45 + 𝑥44

+ 𝑥43 + 𝑥42 + 𝑥41 + 𝑥40 + 𝑥39 + 𝑥38 + 𝑥32 + 𝑥31

+ 𝑥29 + 𝑥26 + 𝑥22 + 𝑥21 + 𝑥19 + 𝑥17 + 𝑥16 + 𝑥9

+ 𝑥8 + 𝑥7 + 𝑥6 + 𝑥5 + 𝑥2 + 𝑥 + 1 

(28) 

5.2   Linear Trivium Sequences and Periods 

The characteristic polynomial p(x) yields different sequences and length 

cycles, depending on the initial states of the registers. 
 

For q(x) = (x+1)
3
, the same values of table 1 are obtained. For the 

polynomial 

 s(x) = (x
2 
+ x +1)

3
 from (26), the following values are obtained: 

 
Number of 

Sequences 

Least 

Period 

1 1 

3 3 

12 6 

48 12 

Table 4:  Number of sequences and least periods for s(x). 

 

For t(x) is primitive: 
Number of 

Sequences 

Least 

Period 

1 1 

2
93

-1 2
93

-1 

Table 5: Number of sequences and least periods for t(x). 

 



COMPUTER SCIENCE & TECHNOLOGY SERIES                                                                              269 

And, for u(x) irreducible but not primitive: 

 

Number of 

Sequences 

Least 

 Period 

1 1 

2
186

 -1 3*(2
93

-1) 

Table 6: Number of sequences and least periods for u(x). 

The characteristic polynomial p(x) of the Linear Trivium obtained yields the 

values: 

 

Number of 

Sequences 

Least 

Period 

2 1 

2 2 

6 3 

4 4 

54 6 

444 12 

2b b 

2b 2b 

8a+6b+8ab 3b 

4b 4b 

56a+54b+56ab 6b 

448a+636b+256ab 12b 

Table 7: Number of sequences and least periods for p(x). 

Note: For clarity, values have been replaced with   a = (2186-1) and b = (293-1) 

 

Tables 3 and 7 show that the cycles of the linear Trivium Toy and the linear 

Trivium have the same order of magnitude, with a difference in the maximum 

length between them of a factor of 3. In other words, the difference observed 

is linear and not exponential or of some other type, indicating that their 

recursion lengths or linear complexities are comparable. 

 

In the case of the linear Trivium, note the existence of 512 short cycle 

sequences, among these 512, 444 sequences producing cycles of size 12. 

Thus, the existence of weak initial states can be verified. 

6. Conclusion 

This work shows a linear equivalence between the Linear Trivium and the 

Linear Trivium Toy generators. The complexity of both algorithms only 

differs in one linear factor and their minimum periods are both of the order of 
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2
93

. In addition, the number of sequences in the Linear Trivium with short 

periods rises significantly in comparison to the Linear Toy, leading to a 

considerable increase of weak initial states. 

7.  Future Research 

Further work shall explore AND operations in the generators, analyzing them 

as NLFSR [4, 5] or as the combination of linear filters (feedforward and 

feedback) with non-linear inputs. The authors of the stream cipher Trivium 

restricted their scope to linear expressions. Advancing their analysis to more 

complex forms seems a reasonable direction to pursue. 
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Abstract This work describes the tools evaluated by the Department 

of Computer Science and Engineering from the Universidad Nacional 

del Sur, in order to improve the promulgation of its careers and wake 

the high school students interest in Computer Science. It also presents 

some application alternatives based on these goals, and proposes 

future lines of work in terms on them.  

Keywords: early vocations discovery, academic offer promulgation, 

virtual worlds construction, visual programming environments, 

computational thinking development. 

1.  Introduction 

Over the past 10 years the Department of Computer Science and Engineering 

(DCIC) of the Universidad Nacional del Sur (UNS) has been intensively 

participating in activities linking the university with the high school level. 

One of the goals of such activities is to provide information to students that 

are about to finish high school and to those that are starting their universitary 

studies, in order to ease the transition between these two environments and 

help in their adaptation process. Another goal is to improve the promulgation 

of the careers offered by the DCIC and wake the interest of high school 

students in topics related to Computer Science. 

Having the second goal in mind, several projects have been designed and 

implemented where the participants are high school and university teachers, 

high school students, and tutors from the DCIC. As part of these projects, the 

DCIC offers informative talks in schools, organizes conferences by software 

industry professionals aimed at presenting job opportunities, coordinates 

visits from students to different software enterprises, and offers a training 

workshop for programming contests, as well as courses for developing skills 

in the resolution of problems. In particular, the last activity is specifically 

oriented to students that are about to finish high school. In addition, the 
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DCIC, as every other academic department in the UNS, participates in the 

“Muestra Anual de Carreras”, an event aimed at presenting the careers 

offered by different academic institutions, where students from Bahía Blanca, 

and also from nearby cities and towns, attend. 

Some projects are carried out under specific contracts signed between the 

DCIC and different high schools. These are mostly academic institutions 

where students graduate as Bachelors in Informatics, whose intention is to 

stimulate students to pursue higher studies in Computer Science. In 

particular, those schools include programming courses in their curricula. 

Therefore, our proposal is to incorporate the use of new tools for generating 

motivating activities for the students while having a positive impact on their 

learning process.  

The DCIC also organizes activities with schools that do not have an 

Informatics orientation. In most cases, their curricula includes some contents 

related to informatics, but only limited to teaching the students how to use 

application software, especially office suites. Hence, students do not learn 

anything about programming. Moreover, frequently, they do not know about 

the incumbencies of the Computer Science universitary careers nor the wide 

range of job opportunities associated with them. In that context, the DCIC 

intends to provide information about the professional activities of its 

graduates and generate a space where high school students can have a first 

approach to programming.  

In all cases, the incorporation of programming activities in the schools 

curricula allows for the development of computational thinking. This 

capacity benefits the resolution of problems, not only in Computer Science 

but in any discipline related to science and technology.  

There exist several tools and different strategies that can be used for 

introducing computational thinking in workshops and short courses, and also 

for teaching full courses. In general, these alternatives are not exclusionary 

but, in contrast, they complement each other and can be applied in sequence 

starting with the simple ones and moving forward to the most versatile, 

which require more training. 

The following section characterizes computational thinking. Then, we 

describe the tools evaluated by the DCIC in order to contribute to the 

development of this capacity and improve the promulgation of its careers. 

Following that, we present some activities designed with the aim to achieve 

our goal. Finally, we comment on future lines of work.  

2. Computational Thinking 

Computational thinking is a concept introduced by Jeanette M. Wing in [5]. 

This notion seeks to characterize the resolution of any kind of problem using 

Computer Science tools. Having to solve a particular problem, we might ask: 

“How difficult is it to solve?” and “What’s the best way to solve it?”. 

Computer Science rests on solid theoretical foundations to answer such 

questions precisely. For instance, for determining the difficulty of a problem, 
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we need to account for the expressive power of the underlying architecture, 

i.e., the computing device that will run the solution. Thus, we must consider 

the machine’s instruction set, its resource constraints (memory, disk, etc.) and 

its operating environment. 

According to this, computational thinking implies thinking recursively, 

parallel processing, interpreting code as data and data as code, making type 

checks, understanding both the virtues and the dangers of the different 

constructs, as well as their associated cost and expressive power. Moreover, 

computational thinking is using abstraction and decomposition when tackling 

a large complex task or designing a large complex system. It is having the 

confidence that we can safely use, modify, and influence a large complex 

system without needing to understand its every detail. It is judging a program 

not just for correctness and efficiency but for aesthetics, simplicity of design 

and elegance; it is planning, learning and scheduling to find solutions in the 

presence of uncertainty.  

All the above mentioned elements can be used for resolving any kind of 

problem, and Computer Science provide methods and guidelines for using 

them adequately. To illustrate this, let us consider the following everyday 

examples. When a girl goes to school in the morning, she puts in her 

backpack the things she needs for the day; that is prefetching and catching. 

Similarly, when a boy loses his keys, you suggest he mentally retrace his 

steps until he remembers where he put them; that’s backtracking. When a 

young man decides which line to stand in at the supermarket, he’s making a 

performance analysis on a multi-server system.  

Nowadays, it is possible to observe the influence of computational thinking 

in other disciplines. For instance, machine learning has transformed statistics; 

statistical learning is being used for large scale problems, in terms of both 

data size and dimension, something that was unimaginable only a few years 

ago. Another example is the influence of computational thinking in biology, 

not only observed in the exploration of vast amounts of sequence data 

looking for patterns, but also in the use of algorithms and data structures for 

representing the structure and behavior of biological agents such as proteins. 

Therefore, computational biology is changing the way biologists think. 

Similarly, computational game theory is changing the way economists think; 

nanocomputing, the way chemists think; and quantum computing, the way 

physicists think.  

As a result, computational thinking can be seen as a fundamental ability that 

every individual, in addition to Computer Science students and graduates, 

should develop. Hence, it is really important that students at all echelons start 

working on the development of this skill [10]. Furthermore, several studies 

show that the influence of computational thinking in courses taken by high 

school and university students has increased their problem solving 

capabilities [6, 7] as well as their interest in Computer Science [9].  

One of the most successful approaches for engaging high school students into 

computational thinking is the design and development of virtual worlds or 

interactive games [8]. While simulations of the real world must comply with 

the laws and principles of nature and physics, everything is possible when 
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creating virtual worlds. Therefore, students can create different scenarios and 

model the behavior of their characters limited only by their imagination [14]. 

The following section describes a series of tools that provide a suited 

environment for the development of this kind of applications, while also 

helping students to further develop their computational thinking skills.  

3. Tools 

In this section we analyze several tools that allow for the proposal of 

activities suitable for detecting vocations in Computer Science. In this sense, 

the studied tools present approaches that clearly favor the computational 

thinking in young students. This in turn benefits the students problem 

solving, project design and idea retransition capabilities. Therefore, bringing 

these kind of tools to the classroom provides a clear contribution, even for 

those students that do not aim for careers related to Informatics. 

Every tool described in this section is freely available and provides constructs 

to teach programming concepts and to design activities for exploring problem 

solving tasks. Most of them can be used by 12 year old students (in some 

cases, even younger students), and some of them are integrated with 

collaborative repositories where users can share their work and activities. 

Almost every tool can be easily used with little knowledge, even though 

some of them have more complex interfaces than others. Finally, it can be 

pointed out that there are remarkable differences among the technical 

requirements of these tools.  

 

3.1 Scratch 

 

Scratch is a programming environment that can be used to create animations 

in order to develop interactive stories or videogames [1]. Animations are 

assembled by establishing the behavior of several objects involved in the 

scenario. In turn, the behavior of each object is programmed using a Logo 

based instruction set. Each instruction can be seen as block, and provides the 

interface to be connected with other “blocks”. Then, these instruction blocks 

can be latched together to determine the order in which they will execute. 

The full instruction repertoire provides constructs for movements, looks, 

controls, data, operators, sensors, events, pencils, and sounds. 

Even when the object behavior programming depends on the instruction 

repertoire, the first steps with this tool are really simple: there is no explicit 

syntax or notation to learn, and the student can immediately observe the 

effects of executing programs. 

As mentioned before, programming in Scratch consists in latching instruction 

blocks. A sequence of latched blocks can be named and integrated to the 

block repertoire. Thus, in Scratch, programs can be imported, exported and 

latched together to produce more complex animations. This particular feature 

inspired the name of the tool, since it can be related to the “scratching” 

technique used by the Disc Jockeys to play and reuse music. 
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This tool was built as part of a 2003 project in the Media Laboratory of the 

MIT, whose motto was “Imagine, Build and Share”. Scratch is supported by 

the National Science Foundation, Intel Foundation, Microsoft, MacArthur 

Foundation, LEGO Foundation, Code-To-Learn Foundation, Google and 

Dell, among others. Its working environment can be installed in Windows, 

Mac and Linux. 

 

3.2 Blockly 

 

Blockly is a visual programming environment strongly influenced by Scratch, 

but with several distinctive features. As in Scratch, instructions are chosen 

from a repertoire and there is no need to learn specific syntactic notation. 

Blockly runs directly in a web browser, and its programs can be exported to 

mainstream programming languages like JavaScript or Python. It is open 

source and very scalable. Currently, besides its educational perspective, it has 

been used for several kind of projects like robotics applications. 

Under the motto of “Teach the Hour of Code in your classroom” Code.org 

provides a web site with several tutorials and challenges involving Blockly. 

In particular, this site provides a comprehensive database with programming 

lesson references and testimonies from famous people about programming 

[2]. 

The first tutorial was designed to be solved in approximately one hour by a 

person with no previous programming experience. Every subsequent 

challenge takes into consideration that the previous activity was successfully 

resolved. Each problem is verbally presented; howerver, Blockly provides a 

graphical interface where the user can visualize the challenge through 

images. 

To solve some challenges the user has to program the behavior of a given 

character to achieve some goals. For this, the user points which path this 

character should traverse and which actions should he perform alongside. The 

movement blocks provide primitives to advance and rotate, the action blocks 

allow to fill a hole or grab something from the floor, and the control blocks 

allow conditional and repetitive structures. Other challenges are related to 

shape drawing using rotation, advancing, repeating, coloring and brushing 

tools. At every moment it is possible to inspect the JavaScript code that 

Blockly generates from the latched blocks in a program. 

Code.org is a NGO that in 2013 promoted a campaign to motivate the 

inclusion of programming lectures in primary and secondary education. The 

main goal of this movement is to familiarize the students with computational 

thinking, and to increase the number of candidates pursuing Computer 

Science studies. This is also motivated by a projection pointing out that by 

2020 there will be thousands of empty jobs in Informatics related disciplines. 

3.3 Alice 

Alice provides a programming environment integrated with a 3D visual 

engine. It allows for the creation of animations, videogames and simulations 

via drag-and-dropping objects into a scenario and modifying their properties. 
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At any time, when the user is building the virtual world, Alice shows the 

instructions that were generated to capture the user actions. This allows to 

clearly visualize the relation between the objects behavior and the generated 

code. 

This tool was conceived to be mainly used in educational environments. 

Thus, it provides a teacher with a considerable amount of resources that can 

be used to design and adapt activities to the different education levels. The 

official web site contains several documents and training videos, providing 

extensive support to newcomers and experts.    
In Argentina, the Sadosky Foundation promotes the use of Alice in high 

schools in the context of the project “Vocaciones en TIC”. This project aims 

at motivating young students into developing programming skills. For this 

purpose, it intends to use Alice to introduce concepts of object oriented 

programming and contribute to the development of computational thinking. 

The Sadosky Foundation offers lectures of 40 hours in order to train teachers 

in these regards. Even though building animations in Alice is easier than in a 

conventional programming language, the training needed by students and 

teachers using this tool to reach these goals is noteworthy. As a final remark, 

it is worth to mention that Alice can be installed in Windows, Mac and 

Linux. 

3.4 Pilas Engine 

Pilas Engine [12] is a videogame programming environment based in Python. 

This tool aims to provide a simplified development interface for young 

students going through their first steps into programming. The users do not 

need to have previous programming knowledge. Pilas is inspired in 

professional videogame development tools like Cocos2d or Pygame, and tool 

to learn the basics of computational programming like Logo. Differently 

from Scratch, Blockly or Alice, the users of  Pilas program using Python 

instructions. Nevertheless, Pilas provides a simplified set of primitives, 

allowing the user to considerably abstract from Python details.  

This tool provides instructions to add actors, modify actors, add behavior to 

an actor, or even to make an actor interactive. The environment allows to see 

how these instructions modify the scene in real-time. 

Pilas is free under the LGPL license and can be used under Windows, Linux 

and Mac. Unlike the other tools studied in this section, Pilas software and its 

full documentation is in Spanish. 

This tool is promoted to learn computational programming in the context of 

the initiative program.ar [11]. This initiative was motivated by the 

Argentinian National State to promote Computer Science among young 

individuals, and to provide public awareness of this discipline and its 

importance in the modern world. 



COMPUTER SCIENCE & TECHNOLOGY SERIES                                                                               279 

3.5 Algodoo 

Algodoo is a 2D sandbox physics simulator, where it is possible to create 

simulation scenes which can be used to experiment with components that are 

constrained by the physics laws. A scene is built using intuitive tools to draw 

components such as circles, triangles, polygons, gears, ropes, liquids, motors, 

axis, and lasers (among others). Algodoo allows the user to easily interact 

with these components with classical drawing tools and to configure their 

physical features such as speed, mass, refraction or attraction. When a scene 

is executed, the user can see how the components interact with each other 

following the physics laws. In addition, while a scene executes, the user can 

dynamically interact with the components, applying forces, moving them or 

cutting them. Thus, Algodoo provides tools to design games or physical 

challenges that should be resolved by an interacting user. 

Therefore, similarly to the other tools presented in this section, in order to use 

Algodoo the user does neither need programming nor formal physics 

knowledge. This can be clearly seen in the firsts lessons and tutorials 

proposed for Algodoo, where it is possible to create interesting scenarios by 

only using intuitive notions and common sense. Notwithstanding this, 

Algodoo provides the means to create extremely complex scenarios where 

advanced physics concepts are used. In addition, Algodoo provides a 

scripting language called Thyme, which allows to attach specialized behavior 

to some components in a scene. 

Algodoo was born in 2008 as part of the master studies of Emil Ernerfeldt 

[3], and its physics engine is based on the linear resolution model for 

restrictions called SPOOK [4]. Currently, Algodoo is under the direction of 

Algoryx Simulation AB. The tool can be used in Windows and Mac, and has 

tablet support. Algodoo has a big community where users share their 

simulation scenes (there are over 50.000 of them available). The main 

difference between Algoodo and the other tools presented in this section is 

that it focuses on physics and not in computational programming. 

Nevertheless, given its expressive power, Algodoo is widely used to develop 

math and problem solving capabilities. 

4. Application Alternatives 

As mentioned in the Introduction, the analysis performed in this work is 

focused on the design of activities contributing to the development of 

computational thinking in high school students. Clearly, students attending to 

schools with an Informatics orientation will develop different skills than 

those attending to schools teaching limited (or none) contents related to 

computer science.  

For the latter case, the DCIC is currently offering workshops where students 

can program during an hour using Blockly, in the context of the activities 

proposed by code.org. These workshops are held at the different schools or at 

the DCIC’s laboratories, depending on the case. Then, after attending the 



280                        XX ARGENTINE CONGRESS OF COMPUTER SCIENCE SELECTED PAPERS 

workshop, students motivated with programming can continue using the tool 

autonomously in order to overcome more complex challenges. In addition, 

they can experiment with similar tools like Scratch, or participate in the 

training workshop for programming contests that the DCIC has been offering 

for the past three years. 

For those schools with an Informatics orientation, teachers from the DCIC 

are offering workshops for high school teachers in order to update the 

syllabus of their Programming courses. In should be noted that the impact in 

these cases is higher, because high school teachers propagate the knowledge 

on the use of the tools to their students.  

Each workshop is divided into two stages; the first one focuses on the 

presentation of a specific tool, proposing concrete activities to be 

implemented in the classroom. The second stage requires a more active 

participation of the high school teachers, and it is expected that they share 

their experiences and results.  

In this context, it is possible to choose between a Pilas Engine workshop or 

an Algodoo workshop; Mathematics and Physics teachers are also 

encouraged to participate in the latter. Both tools can be presented 

incrementally. Teachers and students can begin to use them starting from 

previously generated scenarios, and learn how to use the primitives by 

modifying the existing objects. Then, as they acquire more experience, they 

will be able to address more ambitious challenges.  

Both workshops rely on the fact that the complexity of programming is 

related to the simplicity of the programming language and the programming 

environment. When going through the first stages of learning about 

programming, the strictness of the language’s syntax and semantics can be an 

obstacle. Taking this into account, the manipulation of objects in an 

interactive environment, as offered by the above mentioned tools, facilitates 

the process of building programs.   

As the complexity of challenges arise, the difficulty of problems is less 

affected by the syntax of the language and thus, programming in an 

interactive way without a previous design stimulates creativity; however, this 

can generate bad programming habits leading to a somewhat chaotic 

methodology.  

It is important to note that the strategies adopted when constructing virtual 

worlds, with a flexible goal in mind, may not be adequate when addressing 

other kind of problems with precisely specified requirements. If a workshop 

is not only oriented at giving a first approach to what programming is, but 

also to learn about the software development process, it does not suffice to 

stimulate the students creativity; it is also important to propose quality 

criteria and a methodology for guiding the development process following 

them. Therefore, it is required to incorporate some content on software 

engineering into the workshops, as commented in the following section.  

Until now, we have not proposed any activities using Alice. Notwithstanding 

this, we have decided to analyze it since it is one of the tools chosen by the 

Sadosky Foundation in their “Vocaciones en TIC” program. As a result, we 

have decided to use the other tools described in this paper given the 

simplicity of their environments, their ability to gradually increment the level 



COMPUTER SCIENCE & TECHNOLOGY SERIES                                                                               281 

of complexity of challenges, and the possibility of designing activities to 

present them sequentially. 

5. Future Work 

Our experiences so far have been really positive and encouraging. Our work 

with high schools having an orientation towards Informatics is growing 

yearly, enriched by new activities. Notwithstanding this, it is necessary to 

move further, widening our connections with other institutions from cities 

and towns near Bahía Blanca. Another important aspect to be considered at 

the management level concerns the consolidation of projects enabling to 

provide certificates for the teachers attending to the workshops. Also, it is 

crucial to perform a follow up of first-year students at the UNS after 

participating in adaptation activities and using the tools described in the 

previous sections.  

Finally, from an academic point of view, as mentioned before, the tools 

presented in this work are well suited for teaching programming through the 

construction of virtual worlds. It is important to continue observing the 

learning process after the first approach, in order to evaluate the development 

of abstraction capabilities and logic reasoning.  On the other hand, since 

Computer Science does not only involve programming, it is necessary to 

consider the addition of other contents that favor the computational thinking; 

for instance, incorporating software engineering topics as the complexity of 

the addressed problems increases. 

Regarding high schools that do not offer an Informatics orientation, to which 

most students attend, the proposal of offering an hour of contact with 

programming (the hour of code) has been extremely satisfying. The students 

are enthusiastic when overcoming the different challenges, which are 

organized with an increasing level of difficulty so that they require more 

effort and concentration. However, it is only a first approach and, although it 

allows to provide the students an insight of what programming is, it is hard to 

discover a vocation towards Computer Science after only one hour. We 

expect that, after this first approach, the students will be motivated to 

participate in other activities organized by the DCIC with the aim to bring 

them closer to Computer Science.  

The fulfillment of each project requires a great effort in terms of 

management, both for the high schools and the DCIC. Also, regardless of the 

orientations adopted by the different schools, it is really important to evaluate 

the impact of the proposed initiatives, with respect to concrete goals. For that 

purpose, it is necessary to reach a continuity of activities over time, which we 

believe is our biggest challenge.  
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Summary. In this article, we present an educational game that is 

based on tangible interaction and was designed to help students 

understand key concepts in introductory programming courses in 

Computer Science. The game, called EPIT (Programming Teaching 

Using Tangible Interaction), allows reflecting on and analyzing 

possible solutions for a problem that involves the use of various data 

structures, included in the curricula for these subjects. It is a 

collaborative game in which students work in groups of 4. They are 

required to go through three stages, where they need to use their 

cognitive skills, such as analysis, comparison and comprehension. In 

the second and third stages, these skills are specifically oriented to 

collaboration and joint reflection. We present here the background for 

the creation of this game, its design, and the plan for its use in the 

coming months. Expected results and conclusions are detailed. 

Keywords: Tangible Interaction, Programming Teaching, 

Collaborative Work 

1. Introduction 

The history of the interface evolves, diversifies and specializes with time. 
There are currently a very wide range of interface types, and many interfaces 
affect interaction models. Thus, several authors talk about new interaction 
models that form new paradigms for the individual-computer interaction area 
(Bowman, 1997) (Välkkynen, 2003) (Canny, 2006) (Heim, 2007) (Oramas, 
2010). Interaction based on mobile devices, interaction based on cooperative 
and collaborative interfaces, multi-touch interfaces, augmented reality, 
tangible interaction, etc. Each of these, with their limitations and advantages, 
adapts to different environments and scenarios (Ishii, 2006). 
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The use of tangible interaction in educational scenarios has been gaining 
significance, and it has been the focus of several research studies (O’Malley, 
2004) (Price, 2008) (Marshall, 2007) (Manches, 2009) (Zufferey, 2009) 
(Guisen, 2011) (Sanz, 2012). Tangible interaction proposes a strong coupling 
between digital information and its tangible representation. Through the 
physical manipulation of tangible representations, the digital representation is 
altered. Physical shapes are used both for representing and controlling their 
digitales counterparts (see Fig. 1). 

The interaction model used in tangibles interfaces is called MCRpd, for 
Model-Control-Representation (physical and digital). The components in this 
model are the same as those in MVC 1, but the view element, called 
representation, is divided in two sub-components: physical representation and 
digital representation. MCRpd shows the integration between the physical 
representation and the control (Ullmer, 2001). 

 

Figure 1. – Tangible interfaces interaction model (adapted from Ishii, 2006). 

Koleva et al. (Koleva, 2003) differentiated various types of tangible 
interfaces in terms of "level of coherence", that is, they propose analyzing if 
the physical and digital representations are viewed as a common object that 
exists in the physical and digital realms or if they are seen as independent 
objects that are temporarily interrelated. The lowest level of coherence in 
their scheme corresponds to general use tools, where physical objects that are 
                                                           
1 MVC (Model-View Control).  Information systems architecture. It is based on three 
main dimensions: The Model corresponding to the information, the View 
corresponding to the presentation or interaction with the user, and the Control 
corresponding to the behavior. (Weitzenfeld, 2004). 
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used to handle any number of digital objects can be found. For example the 
mouse, that controls various different functions (such as menus, scrolling 
bars, windows, check boxes) at different times. As opposed to this, there are 
physical objects, such as input devices, where each object is used to carry one 
and only one function. The greater level of coherence (physical-digital 
coupling) in the scheme presented in Koleva (2003) creates the illusion that 
the physical and digital representations are the same object (O’Malley, 2004). 

Among tangible interaction proposals, those based on active surfaces are 
already commonly used, be it as interactive boards or as horizontal tabletops 
(Marco et al, 2010). 

Tabletops are computationally enhanced horizontal surfaces, also known as 
interactive tables. In general, to use tangible interaction on a tabletop, a 
number of fiducial markers are used which, when recognized, trigger certain 
events and actions within the application. A fiducial marker is an image that 
is attached to the base of a physical object and allows identifying the object 
through a visual detection system. These markers can provide information 
such as identity, position, and orientation. 

The game presented in this article is based on tangible interaction on a 
tabletop and uses markers as method for detecting the physical objects that 
are being used. 

2. Tangible Interaction for Programming Teaching 

Throughout the years, researchers have developed various systems oriented 
to offering simpler environments for teaching programming, many of theme 
based on tangible interaction. These systems allow users to write programs 
by using physical objects instead of a keyboard and mouse. Some 
representative examples of this are Papert's Logo proposal 2 (Chakraborty, 
1999) and Perlman's “Button Box" and "Slot Machine"3 input devices 
                                                           
2
 Seymour Papert: (Pretoria, South Africa, 1928) Pioneer of artificial intelligence, 

inventor of the Logo programming language in 1968. He is considered as a renowned 

computer scientist, mathematician and educator. He worked with educational 

psychologist Jean Piaget at the University of Geneva between 1959 and 1963. 

http://www.papert.org/ 

3
 Radia Perlman: (Portsmouth, Virginia, USA, 1951) is a software designer and 

network engineer, expert in security, known as the Mother of the Internet. She 

currently works for Intel US, for which she has more than 47 patents issued. 
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(McNerney, 2004). Below, other projects related to the teaching of 
programming using tangible interaction are described. 

AlgoBlocks (Suzuki and Kato, 1995) is a project that adopts the use of blocks 
as interaction medium. Each block has its own special semantics, and users 
can write programs by connecting blocks to guide a submarine through a 
labyrinth.  

Electronic Block (Wyeth and Wyeth, 2001) (Wyeth and Purchase, 2002) uses 
building blocks for programming. It consists of three types of building 
blocks: sensor blocks as input, logic blocks to carry out logical computation, 
and behavior blocks as output. It is designed for pre-school children, so its 
syntax is simple and easy to handle.  

Tern and Quetzal are tangible programming languages that use blocks that 
represent specific semantics. Users connect blocks to create programs. Once 
the program is created, a camera is manually operated to capture an image of 
the sequence of blocks. This image is transferred to a computer to identify the 
program that has been developed and use it to control virtual functions or a 
real robot (Horn and Jacob, 2007) (Horn et al, 2008) (Horn et al, 2009). 

Wang et al. (2011) have created T-Maze, then TanPro-Kit (Wang, 2013), and 
also E-blocks (Wang, 2013). All of these are tangible programming systems 
that use blocks that, when connected, result in real-time movements within a 
labyrinth. They work with different types of blocks – start block, end block, 
direction block, and sensor block. When blocks are connected, the 
corresponding result is shown both on the computer screen as well as in the 
tangible blocks themselves as feedback to indicate if the action carried out is 
correct. 

Dialando (Smith, 2010) is yet another tangible programming system that uses 
Arduino controllers connected to a notebook via Bluetooth. Dialando's 
interface design is based on the rotation of a disc. The disc represents the 
direction in which an avatar on the screen will move. 
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Toque (Tarkan, 2010) allows creating programs by using the Wiimote4 and 
Nunchuck5 controllers as input devices. Programs are based on recipes with 
chef animations that are shown on the screen and are dynamically controlled. 
It uses programming concepts such as events, objects, primitives, functions, 
arguments and loops.  

All these systems are aimed at providing students with a road to move 
forward, in layers, towards increasingly authentic programming 
environments.  

3. Design of a Game Based on TI for Teaching 

Programming 

The game on which this paper focuses has been planned from the experience 
of the authors in the area of tangible interaction and education. In Artola 
(2013), the development of ITCol (Tangible Interaction for Collaboration) 
was presented, which is a detective game based on TI and focused on 
experiencing collaborative work in the context of a post-graduate course of 
the School of Computer Science of the National University of La Plata 
(UNLP). Work was assessed by means of a process that involved validating 
game dynamics, the application itself, the interaction model and the 
usefulness of the application based on the educational objective proposed. 
Many sessions were carried out, results were analyzed, and the following was 
observed: 

 There was a collaborative process that took place, and it benefited from 
tangible interaction through the use of the tabletop. This tabletop did not 
disperse nor distract the attention of participants; they tackled their task in 
a natural manner where technology was not a barrier or distracting 
element, but rather an integration element that accompanied them 
throughout the task. 

 Working with real objects and the computer application was motivational 
for the students. 

                                                           
4
 Wiimote (Wii Remote) is the main controller of Nintendo's Wii gaming console. It 

can detect movements in the space and point to objects on the screen. 

5
 Nunchuk is an expansion for Wii's wireless controller. Its name comes from the 

Nunchaku, a martial arts weapon, because when connected to the Wiimote, the 

resulting device looks like it.  
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 The distribution of the participants around a table favored collaboration 
and dialogue. 

 The cognitive skills required for the proposed methodology were those 
necessary to tackle a collaborative process (communication, joint 
analysis, negotiation, etc.). 

Based on the results obtained, the use of the template developed for ITCOL 
was considered as basis for the development of other educational games 
oriented to the teaching of various topics. In particular, the game developed 
here reuses the ITCOL template by adapting it to its own educational 
objectives. 

3.1. Motivation for Creating EPIT 

Students taking the subjects Algorithms, Data and Programs and 
Programming I, corresponding to the first year of studies in Computer 
Science at the School of Computer Science of the UNLP, have difficulty in 
understanding and applying the most basic data structures, such as arrays and 
simple lists), that are taught in those courses. In particular, the 
implementation of programs that use operations on these structures are rather 
complex for students, since these are their first steps in the development of 
algorithmic solutions. In these courses, students must learn to solve problems 
using a computer. First, the focus is for them to be able to master the use of 
control structures, and then they are required to be able to represent real-
world objects through various data types. Ultimately, the end goal is that 
students can build comprehensive solutions using a programming language, 
where they must select relevant control and data structures to represent the 
different data involved in the problem, and they must be able to perform 
operations on them. 

EPIT is aimed at helping students practice the analysis of solutions in a 
collaborative fashion. It proposes the exercise of discussing and negotiating 
which solution, among several of them, is the correct one, and why. It tests 
the level of understanding of the students in relation to the topics taught in 
the course, as well as their analysis and collaboration skills, so that the group 
can find the solution to the problem at hand. In the following section, EPIT 
functionalities are discussed in detail. 
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3.2. EPIT Functionality 

EPIT is a computer application with the dynamics of a game that allows the 
participation of a group of students and is operated on a tabletop, which is the 
interaction space. 

Given the size of the tabletop that is available to play the game and its 
interaction surface, group work is organized for groups with 3-4 members. 

The game is organized in three stages, each of them with a specific goal. 
These stages are described below, as well as their relation to the educational 
objective. 

Stage 1: during this stage, participants interact at the table one at a time. Each 
member of the group receives an object that represents a module (procedure 
or function) that carries out a specific task. When the object is placed on the 
table, EPIT shows a description of the objective for the module and a number 
of possible implementations for it. The student must choose which of the 
codes is appropriate for the objective described. 

After all players have selected the code that they consider to be appropriate 
for the module they received, they can move forward to the next stage. 

There is a time limit for the stage. If this limit is reached and the team has not 
finished yet, they can request additional time; doing so will degrade the 
performance of the team. 

Stage 2: the team gathers around the table. The application presents a 
problem to be solved. 

The objective of this stage is selecting a solution to the general problem from 
a set of possible solutions. It should be noted that only one of the solutions is 
the correct one; all others have errors of various types. Additionally, the team 
must make decisions in relation to the modules that were individually 
selected during the first stage, in order to negotiate and come to a consensus 
to determine if such selections were appropriate or if there are errors in the 
modules. This is aimed at adding a social component to the learning process 
and encouraging students to make decisions together, as a team, so that all 
players can discuss and analyze the topics involved through communication. 

During this stage, interaction occurs through 3 types of physical objects: 

 Solution Objects: 
These objects represent main programs. When they are placed on the 
tabletop, a program code is shown. The team must select the solution 
object that represents the correct solution (see Fig. 2). 
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Figure 2. Example of the screen when an object representing a module is placed  
on the tabletop.  

   
 

 Error Objects: 
This type of objects represents error categories that may have a code (e.g., 
errors when selecting control structures, errors when passing parameters, 
logical errors, etc.). These objects gain meaning when used in 
combination with solution objects. If the students decide to place on the 
tabletop both a solution object and an error object, EPIT shows 
information/suggestions related to the errors corresponding to the 
category selected and the solution in question (represented by the object 
that was placed on the tabletop). If there is no relation between the 
solution and the error objects, the application displays this information. 

 
 Module Objects:  

These are the objects used in the first stage. This time, when they are 
placed on the table, only the code selected by the student as the 
appropriate code is shown. They are used as a reminder for the team to be 
able to know the individual selections of each of its members. 
 
During this stage, the students are required to make decisions in relation 
to the following: selecting the implementation for each module from 
Stage 1, and selecting the implementation of a general solution that uses 
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those modules. To this end, they must discuss the tasks they carried out 
individually, and compare and analyze the different solutions to the 
general problem. If the team suspects that there might be an error in the 
solutions, they can decide to relate the code to an error category, using the 
corresponding objects mentioned above (by placing them on the tabletop). 
However, there is a set number of relations allowed, and each interaction 
of this type degrades team performance. 
As in Stage 1, there is a time limit to complete the task, i.e., to select the 
correct implementation for the problem and decide if the modules that it 
uses (selected by each student individually) are correct or not. 

Stage 3: 

During this stage, the students, as a group, define their answers to the 
problem presented in Stage 2. They must place the solution object (the one 
they consider to be the correct solution to the problem) on the tabletop, as 
well as those modules they consider to have some error (see Fig. 3) 

 

 

Figure 3. Image showing the screen corresponding to Stage 3. Interaction areas are 
marked with a spiral inside a square, which is the icon used throughout the 

application.   

3.3. Specific Case for the Game 

Using the game dynamics described before, a specific case was created. It 
should be noted that this practical case can be changed in order to use the 
game to solve different problems. In particular, the problem selected was one 
that required students to use simple lists and vectors and apply operations for 
creating lists (always adding the new module at the end), removing the 
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occurrence of certain values from the list, inserting elements in a vector, and 
removing the occurrence of certain values from a vector. The problem was 
presented as a selection process to award the best players in a local soccer 
tournament. To do so, there is information about the players and the goals 
they scored in each game.  

3.4. Technical Aspects for Implementing the Game 

The prototype for the application prototype was developed on Adobe Flash 
Builder 4.5 and ActionScript 3.0 (AS3), with Adobe AIR as run environment. 
GIMP was used for graphics. 

For fiducial marker detection, the ReacTIVision library (Kaltenbrunner and 
Bencina, 2007) was used. ReacTIVision communicates through the UDP port 
using the TUIO protocol (Kaltenbrunner et al., 2005).  

For the configuration of the game, an XML file was used whose schema was 
designed specially to allow the generation of new activities.   

A tabletop called VisionAR is used. For the framework of this tabletop, 
Medium Density Fiberboard (MDF) and acrylic were used. Its design 
facilitates assembly/disassembly operations, which is useful for moving the 
tabletop from one location to another. Figure 4 shows the parts of the 
VisionAr framework, which is based on the NikVision6 model. 

 

 

 

 

 

 

 

                                                           
6 NikVision is a tabletop developed by the group GIGA AffectiveLab of the 
University of Zaragoza, Spain. NikVision was specially designed to be used by young 
children. Interaction with NIKVision occurs through the manipulation of conventional 
toys placed on the tabletop surface. 

Figure 4-   a) VisionAr framework   b) VsionAR with its projector, which is on an 
adjustable stand, and an inner mirror c) in operation. 

            a)                       b)                                                   c) 
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4. Expected Results and Study Case Planning 

EPIT will be used in the context of a study case that will help validate it. This 
study case will be part of the course Programming I mentioned above, and it 
will be implemented in October this year. Students will be invited to 
participate in this activity, which will be organized in work sessions with 4 
students each. The goal of the activity will be the integration of the topics 
studied before as a general review before mid-term examinations for the 
course. There is a study in relation to frequent mistakes made by students 
when implementing the operations involved in the problem used for the study 
case. Thus, for each module that will be individually assigned to the students, 
the correct solution will be presented together with distractor solutions that 
include the errors described in that study. The same will be done for the 
general solution to the problem, which will have to be selected by the team of 
students after discussing or reflecting upon the options presented. 

During the sessions, there will be two observers that will record the process 
through a semi-structured form. Aspects pertaining to the following areas 
will be analyzed:  

Contents Domain: errors that students can detect and those they cannot, 
reasoning proposed, analysis capabilities present in relation to the problem, 
ability to read code and understand the problem being solved, and so forth. 

Collaborative Process: progression of the process in general and in relation 
to communication, ability to reach consensus and negotiate solutions, joint 
decision making, strategies to reach the objective, organization, etc. 

Application and Proposed Interaction Methodology: the operation of the 
application will be analyzed in terms of usability and its tangible interaction 
interface on the tabletop. Even though there are already several results in 
relation to the use of tangible interaction on tabletops from previous work 
carried out by the authors (Sanz, 2012), (Baldassarri, 2011), (Artola, 2013), 
the goal is to expand the studied sample using this population of university 
students. Additionally, specific aspects of EPIT will be considered, for 
example, in relation to the physical objects that will be used for the 
application and their link to the events they produce. 

5. Conclusions and Future Work 

In this paper, we have presented the design for a game called EPIT that is 
based on tangible interaction on a tabletop. It is a collaborative game whose 
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general purpose is facilitating the teaching of programming. In particular, a 
problem related to the use of data structures such as vectors and simple lists 
has been posed to analyze a study case in the subject Programming I of the 
School of Computer Science of the UNLP. 

It is our belief that this game is a positive contribution to the educational 
scenario due to several aspects: 

a. Students of the first year of the career do not have experience in 
working together to find solutions to computer science-related 
problems. Since they are just starting their road in professional training, 
we think it is important to encourage them to carry out this type of 
activities to strengthen their analytical capabilities, understand other 
points of view or reasoning paths, express their ideas in front of others, 
and identify correct solutions and errors. 

b. Approaching the topics taught in this course through a game allows 
working on the contents with a strategy that is different from those 
traditionally used in these courses. It is expected to help students 
understand the topics covered by EPIT, and to work as a supplement to 
traditional practices carried out. 

c. Educators can observe their students' reasoning process in more detail 
and detect errors in concepts or practices in relation to the problem 
being solved. Therefore, group communication will be observed and 
recorded for each group of students, as well as their comments, 
difficulties, success and errors. 

d. Motivation can encourage computer science students to use novelty 
applications or applications that are out of their reach, such as the use of 
tangible interaction on a tabletop. Thus, their motivation as future 
professional in the area is expected to strengthen, so that they can notice 
and get interested in research projects that are being carried out at the 
School. 

e. Closer connection with their educators from a scenario that is not that of 
the traditional dialogue-based expositional classroom, so that better 
communication is achieved as well as the possibility of exposing their 
difficulties in relation to the topics being taught. 
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Abstract. Testbeds have proven to be useful tools for Artificial 
Intelligence research, particularly when we are interested in studying 
Intelligent Agents. A well-known testbed is Tileworld, which consists 
of a simulated robot agent and a simulated environment which is both 
dynamic and unpredictable. Both, the agent and the environment, are 
highly parameterized, enabling the user to set different scenarios and 
experimentally investigate how the different architectures and control 
strategies of the agents behave in the different environments. 
However, little attention has been devoted to provide implementations 
of Tileworld that take advantage of the full potential this testbed might 
offer as a tool for research and education. In this context, this paper 
introduces T-World, a graphical, flexible and portable platform 
composed by a testbed, a simulated 3D environment and a Web-based 
GUI. T-World testbed is based on several improvements of the classic 
Tileworld and provides a visually appealing cross-platform work 
environment in which agents can be coded in any programming 
language. 
 
Keywords: testbeds, Tileworld, Artificial Intelligence, Intelligent 
Agents. 

 

1. Introduction 

The most widely accepted definition of the term “artificial agent” [6] remarks 
the relevance of the environment to explain what an agent is; the type of 
environment in which an agent acts is extremely important when we need to 
perform a characterization of it. It is possible to ensure that the key 
requirement for an agent to exist is to be situated in an environment in which 
to act and perceive. The term percept refers to the agent's perceptual inputs at 
any given instant. An agent's percept sequence is the complete history of 
everything the agent has ever perceived. In general, it is said that an agent's 
choice of action at any given instant depends on the entire percept sequence 
observed to date. Thus, it is possible to characterize an agent's behavior as an 
agent function that maps any given percept sequence to an action. 

Controlled experimentation [2] is a popular methodology used in scientific 
research; it allows us to measure and study how different program 
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characteristics and environmental settings impact a given system 
performance. For instance, in the design of central processing units (CPUs), 
the designer could make use of tools for controlled experimentation such as 
benchmarks or testbeds to find the settings that lead to the best performance. 
Thus, if the interest is in processing speed as measure of performance, then 
matrix multiplication is a good benchmark. Good performance on matrix 
multiplication problems will allow to predict good performance on the larger 
class of numeric tasks for which the processor is being designed. 

An early benchmark task for AI planning programs was the so-called blocks 
world problem, first described by Gerald Sussman as part of his PhD work 
[10]. In the problem, three blocks (labeled A, B, and C) are located on a table. 
The agent must stack blocks (moving one block at a time) so that C is on 
table, B is on C and A is on B. For instance, if the problem starts as shown in 
Figure 1(1), we can see that reaching  

 
Figure 1. The blocks-world problem. 

 
the goal state is not as simple as separating it into two sub-goals: I) get A on 
B and II) get B on C. If we first achieve sub-goal I (see Figure 1(2)), to be 
able to achieve sub-goal II the planner needs to undo the already achieved 
sub-goal I, and if instead the planner starts with sub-goal II the most efficient 
solution is to move B. But again, the planner cannot pursue sub-goal I 
without undoing sub-goal II (see Figure 1(3)). This simple example exposes 
what is known as the Sussman anomaly, which helped many researchers 
elucidate how their planners worked. It was popular because like matrix 
multiplication, it was representative of an important class of problems, those 
involving interactions among conjunctive sub-goals, and it was very easy to 
describe. 

Researchers and teachers in the field of artificial agents have long been 
debating about the relevance of using these kinds of tools for controlled 
experimentation, which help to understand and analyze the phenomena that 
arise from combining different types of agents and environments. This is not 
a trivial task, if we take into consideration that these tools should be easy to 
describe and understand while also being capable of representing most of the 
challenges that can be found in real world problems. Additionally, such tools 
should allow the manipulation of different environmental properties such as 
dynamism, uncertainty, partial observability, etc. so that the problem to be 
solved by the agent enables the study a wider range of agent types, ranging 
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from a reactive  behavior with minimum response times, to a proactive 
behavior with high-level reasoning skills and capabilities such as long-term 
planning. 

A well-known testbed that seems to show many of these desired properties is 
the Tileworld, which has been widely used in research projects allowing 
researchers the evaluation of several agent architectures and reasoning 
strategies. Unfortunately, Tileworld as an educational and experimentation 
tool for students taking courses related to intelligent agents has not had the 
same popularity and dissemination. From our perspective, one of the reasons 
for this flaw has been the lack of user-friendly, graphical and interactive 
environments that meet the graphic standards students commonly find in 
videogames today. These environments should be portable, easy to use and 
provide support for teaching as well as all the tools for scientific research that 
have been traditionally used. 

In this context, the main contribution of this work is to describe and introduce 
T-World, a portable, flexible and graphical platform which in its core consists 
of a testbed based on several improvements of the classic Tileworld. T-World 
was developed from scratch with the aim to be used for both, research and 
educational purposes.  

The rest of the article is organized as follows. Section 2 describes the classic 
Tileworld testbed and Section 3 shows some experiences with the use of 
Tileworld in Artificial Intelligence research. Our platform, T-World, is 
introduced and described in Section 4 remarking how different types of 
environments can be implemented in this platform. Finally, in Section 5 some 
conclusions and opportunities of future work are outlined. 

2. The Tileworld 

The Tileworld [5] was first introduced as a testbed to experimentally evaluate 
agent architectures. The Tileworld is a chessboard-like grid on which there 
are agents, tiles, obstacles, and holes [4]. An agent (or robot) is able to move 
up, down, left, or right, one cell at a time. A tile is a unit square which 
behaves like a tile: it slides, and rows of tiles can be pushed by the agent. An 
obstacle is a group of grid cells which are immovable. A hole is a group of 
grid cells, each of which can be “filled in” by a tile when the tile is moved on 
top of the hole cell; the tile and hole cell disappear, leaving a blank cell. If a 
hole becomes completely filled, the agent gets points for filling it in. The 
agent knows ahead of time how valuable the hole is; its overall goal is to get 
as many points as possible by filling in holes. A Tileworld simulation takes 
place dynamically: it begins in a state which is randomly generated by the 
simulator according to a set of parameters, and changes continually overtime. 
Objects (holes, tiles, and obstacles) appear and disappear at rates determined 
by parameters set by the researcher, while at the same time the agent moves 
around and pushes tiles into holes. Among these parameters, user is able to 
set the frequency at which objects (holes, tiles and obstacles) can appear and 
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disappear; also it is possible to set whether holes have either hard timeouts or 
gradually decay in value. In Tileworld holes appear in randomly selected 
empty squares, and exist for a time interval known as their life expectancy, 
unless they disappear prematurely due to the agents actions. The actual time 
for which a hole exists is its lifetime. The interval between the appearance of 
one hole and the next is known as the gestation period. Each hole has a 
specific value, its score. Life-expectancies, gestation periods, and scores are 
taken from independent random distributions. The agent performance is 
measured by running a Tileworld simulation for a predetermined time and 
measuring the amount of holes successfully filled by the agent. Therefore, the 
agent's performance measure (utility u) on a given simulation, r, is defined as 
follows: 

 

 

This measure gives a normalized performance measure ranging from 0 (i.e. 
the agent hasn't filled any hole) to 1 (the agent has successfully filled every 
hole).  Beyond its simplicity, the Tileworld enables the study of important 
capabilities of agents, such as the ability to react to unpredictable changes 
and to consider new opportunities. For example, suppose an agent is pushing 
a tile towards a hole (Figure 2 (a)), when suddenly the hole disappears 
(Figure 2 (b)). At this point the agent's goal becomes meaningless and the 
best the agent could do is, if he is aware of the change, to reschedule its 
initial goal. To illustrate what “recognize opportunities” would mean in this 
example, suppose the agent is under the same circumstances as described in 
Figure 2 (a) and suddenly a hole appears on the right side as shown in Figure 
2 (c). It is more likely for the agent to fill in the new hole (since he has to 
push the tile only one cell) rather than the old one; therefore it is probably 
better for the agent to change the goal to fill the new just-created hole. 

 

In more detail, the Tileworld provides a set of “knobs” which can be adjusted 
to control the evolution of a simulation. The main knobs are: a) Dynamism, 
the rate at which new holes appear; b) Hostility, the rate at which obstacles 
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appear; c) Variability of utility, difference in hole scores; d) Variability of 
difficulty, differences in hole sizes and distances from tiles; and e) Hard/Soft 
bounds, holes having either hard timeouts or gradually decaying in value. By 
adjusting the knobs, one can allow conditions to vary from something 
resembling an unconstrained football field to something like a crowded maze, 
or from a fixed puzzle to constantly changing chaos. For each set of 
parameter settings, an agent can be tested on tens or hundreds of randomly-
generated runs automatically. Agents can be compared by running them on 
the same set of pseudo-random worlds. 

3. Experiences with the use of Tileworld 

In this section two research papers based on the use of Tileworld are briefly 
reviewed. These papers are of interest since they help us to highlight the 
manner in which experiments are carried out, how different simulation 
parameter settings produce an impact on the performance of agents, and how 
these differences can be graphically monitored by the researcher. 

Evaluation of PRS on the Tileworld. In [3], Kenny and Georgeff (K&G) 
evaluated, among other things, feasibility of developing systems for 
empirical measurement of agent performance that are stable, sensitive, and 
capable of revealing the effect of “high-level” agent characteristics such as 
commitment. K&G establish some useful concepts that also have been 
included in our research, such as the already defined holes life-expectancies 
and gestation periods. 

The experimental system was based upon the PRS real-time reasoning system 
[1] operating within the Tileworld environment. To be able to measure the 
agent performance over this type of dynamic environment, the experimental 
parameter that has the most fundamental influence upon agent effectiveness 
is the rate γ at which world changes. The Tileworld and K&G agents both 
measure the time by an abstract clock. They execute synchronously, with the 
ratio of their clock rates set by γ. Therefore, the γ value allows the dynamism 
of the world, as perceived by the agent, to be varied over a wide range. 

K&G defined an agent's effectiveness ε to be its score divided by the 
maximum possible score it could have achieved. This gave a measure of 
performance that was largely independent of game length, and proved to be 
stable and reproducible. By plotting ε as a function of γ and analyzing the 
obtained effectiveness curves they identify three different sections: as γ 
increases, hole life-expectancies decrease reciprocally, as measured by the 
agent's clock. Eventually holes start to disappear before the agent has filled 
them, and ε drops below 1. Then, this decline in effectiveness has a sudden 
onset and is initially steep, with ε falling from 0.9 to 0.5 for a factor of 2 
increase of γ. Finally, as γ increases further the decline in ε becomes more 
gradual and eventually asymptotically approaches zero. K&G used this 
relationship between these two values to characterize different agent types. 
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Markov decision processes and BDI models in the Tileworld. In [8], Simari 
and Parsons (S&P) were concerned with decision making in autonomous 
agents and, in particular, the tradeoff between the optimal solution provided 
by Markov Decision Processes (MDPs) and the more tractable approximation 
provided by the Belief-Desire-Intention (BDI) model. To carry out this task 
they developed BDI agents and a MDP model for the Tileworld domain. S&P 
adopted the simplified version of the Tileworld created by Martijn Schut [7]. 
The simplifications to the model are: tiles are omitted, so an agent can score 
points simply by moving to a hole; agents have perfect, zero-cost knowledge 
of the state of the world; and agents build correct and complete plans for 
visiting a single hole (they do not plan tours for visiting more than one hole). 

The BDI agents for the Tileworld are implemented as follows: the agent’s 
beliefs consist of its perceptions of the locations of holes in the world. 
Various parameters dictate how accurate these beliefs were: accessibility 
(how many positions the agent can see from where it is standing), dynamism 
(how many steps the world takes for each step of the agent), planning cost 
(how many steps the agent must spend in order to build a plan), and the 
agent’s intention reconsideration strategy. This last parameter is one of the 
most important because it has a great influence on how efficient the agent 
will be; if intentions are reconsidered too often or too soon, this could lead to 
a waste of effort. 

For an MDP model, the world is modeled by taking into account every 
possible action in every possible state. For the simplified Tileworld, this 
means that for a world of size n (that is, an n × n grid) there is a set of 8 

actions, n2 possible positions for the agent, and 2n
2
 possible configurations of 

holes. This last number is obtained by considering that every position in the 
grid may contain a hole or not. A state in this world consists of a pair (P, H), 
where P = (i, j), 0 ≤ i, j ≤ n − 1, and H represents a given configuration of 

holes on the grid. Thus, the total number of states in this case is n22n2. These 
values show that even for a very small Tileworld, the MDP model requires an 
intractable amount of resources in order to compute an optimal policy.  

Comparing these approaches in a parameterized way, making use of the 
Tileworld knobs, they concluded that for small worlds, the MDP approach 
–effectively giving an agent a complete conditional plan– outperforms the 
BDI approach even if the agent has a full set of linear plans that it switches 
between. However, when the size of the world becomes larger, the 
performance of the MDP approximations becomes poorer, and the heuristic 
nature of the BDI planner is able to deal with the increase in world size 
without difficulty.  

4. The T-World platform 

The design and development of T-World (tworld-ai.com), within our research 
group, initially arose from the need for a Tileworld version capable of dealing 
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with both, education and research. Therefore, in order for T-world to meet 
these requirements, it had to be portable and flexible to allow researchers and 
students to use it independently of any programming languages, operating 
system, frameworks or libraries –that is, users should code their agent 
programs in any programming language and platform they want or need. 
Additionally, aiming to encourage students to use the tool, T-World had to be 
a visually appealing, user-friendly, graphical and interactive environment and 
met the graphic standards students commonly found in videogames today. 

In T-World, simulations take place in a three dimensional environment (see 
Figure 3),  objects and robots act and move in a realistic and continuous (not 
discrete) fashion; For instance, users are able to watch the reactions of robots 
when colliding with obstacles or pushing tiles, tiles falling and filling the 
holes, etc. 

 

 

Figure 3. Snapshot of a T-World simulation 

 

The entire T-World logic was completely coded in Javascript since web 
browsers do not natively support any other programming language. 
JavaScript is a high level, dynamic, untyped, and interpreted programming 
language. Alongside HTML and CSS, it is one of the three essential 
technologies of World Wide Web content production; the majority of websites 
employ it and it is supported by all modern web browsers without plug-ins. 
JavaScript is prototype-based with first-class functions, making it a multi-
paradigm language, supporting object-oriented, imperative, and functional 
programming styles.  
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The most common use of JavaScript is to add client-side behavior to HTML 
pages, which is also known as Dynamic HTML (DHTML). Scripts are 
embedded in or included from HTML pages and interact with the Document 
Object Model (DOM) of the page. Some simple examples of this usage are 
animation of page elements or the creation of interactive content, like games. 
Since JavaScript code can run locally in a user's browser, the browser can 
respond to user actions quickly, making an application more responsive. 
Furthermore, JavaScript code can detect user actions that HTML alone 
cannot, such as individual keystrokes. In order to run JavaScript code, web 
browsers make use of what is known as a JavaScript engine, which is an 
interpreter that interprets the source code and executes the script accordingly. 

4.1. Environment configuration 

Given that this paper focuses on the potential use of T-World in Artificial 
Intelligence education as a teaching tool, this subsection describes the 
different types of environments that can be created using our tool. These 
types of environment are categorized along the dimensions introduced in the 
leading textbook in Artificial Intelligence [6]: observability, number of 
agents, determinism, dynamism and knowledge of the environment.  Users are 
able to choose and set these parameters through GUI components such as 
sliders and spinners. 

Fully observable vs partially observable: if an agent's sensors give it access 
to the complete state of the environment at each point in time, then it is said 
that the task environment is fully observable. Fully observable environments 
are convenient because the agent does not need to maintain any internal state 
to keep track of the world. An environment might be partially observable 
because of noisy and inaccurate sensors or because parts of the state are 
simply missing from the sensor data. In T-World a partially observable 
environment can be configured using two different approaches: a) 
Observability bound, number of cells a robot is allowed to see around; b) 
Noise generator, percentage of noise while perceiving obstacles, tiles and 
holes. 

Single agent vs multi-agent: as discussed in [6], in some cases may be 
convenient to view a given entity as an agent, and there are other situations in 
which entities must be viewed as agents. In case an user needs a task 
environment in which multiple agents (robots) are going to perform in, T-
World provides three different options: a) competitive multi-agent 
environment,  every robot in the simulation has its own score and they all 
have to compete against each other in order to obtain the highest score; b) 
cooperative multi-agent environment, all robots in the simulation share the 
same score, so they all have to coordinate actions in order to maximize the 
score points; c) competitive and cooperative multi-agent environment; there 
are multiple teams of robots, all team members share the same score (i.e. 
each team has its own score) and different teams must compete against each 
other. 
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Deterministic vs stochastic: if the next state of the environment is completely 
determined by the current state and the action executed by the agent, then it is 
said the environment is deterministic; otherwise, it is stochastic. In principle, 
an agent need not worry about uncertainty in a fully observable, deterministic 
environment. If the environment is partially observable, however, then it 
could appear to be stochastic. Most real situations are so complex that it is 
impossible to keep track of all the unobserved aspects; for practical purposes, 
they should be treated as stochastic. It is said an environment is uncertain if it 
is not fully observable or not deterministic. In T-World, users are able to 
create stochastic environments by means of a user-defined stochastic model 
of actions, in which the user specify all possible outcomes of an intended 
action and quantify the uncertainty about outcomes in terms of probabilities; 
Additionally, the user can choose among a set of predefined stochastic 
models of actions or manually define a new one. 

Static vs dynamic: if the environment can change while an agent is 
deliberating, then it is said the environment is dynamic for that agent; 
otherwise, it is static. Static environments are easy to deal with because the 
agent need not keep looking at the world while it is deciding on an action, nor 
need it worry about the passage of time. Dynamic environments, on the other 
hand, are continuously asking the agent what it wants to do; if it hasn't 
decided yet, that counts as deciding to do nothing. If the environment itself 
does not change with the passage of time but the agent's performance score 
does, then we say the environment is semi-dynamic. In T-world is possible to 
choose any of these three options. Additionally, if the task environment is 
static, T-World provides a world editor in which the user can graphically draw 
the initial state. 

Known vs unknown: strictly speaking, this distinction refers not to the 
environment itself but to the agent's (or designer's) state of knowledge about 
the "laws of physics" of the environment. In a known environment, the 
outcomes (or outcome probabilities if the environment is stochastic) for all 
actions are given. Obviously, if the environment is unknown, the agent will 
have to learn how it works in order to make good decisions. Note that the 
distinction between known and unknown environments is not the same as the 
one between fully and partially observable environments. It is quite possible 
for a known environment to be partially observable. Conversely, an unknown 
environment can be fully observable.  

4.2. Agent program 

In T-World all agents perceive the environment in the same manner, percepts 
are sent as data messages formatted in either JSON, XML or Prolog facts1 
depending on what the user needs are. The percept message carries three 
types of information: a) external to the agent, such as the location of all 

                                                 
1 The JSON and XML formats are open standard data-interchange format that uses human-

readable text to transmit data objects consisting of attribute–value pairs and are supported by 
all popular programming languages. 
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objects and other agents in the world, time elapsed, etc.; b) relative to the 
agent itself, such as energy levels, score, current location, etc.; and c) built-in 
knowledge, those fixed values previously set by the user to control the 
evolution of the simulation, such as probabilities of actions outcomes, 
dimensions of the grid, costs of actions, etc. 

Thus, users need only to code their agents reasoning engines (also known as 
agent programs) in any programming language, receiving the agent's percepts 
message from T-World via a socket. Note that the fact that percepts are sent to 
the agent programs using a standard format, gives T-World the property of 
being flexible, since all popular programming language support JSON and 
XML. 

5. Conclusions and future work 

Taking into consideration the important role of testbeds in the study and 
evaluation of different types of intelligent agents and the important role we 
believe these tools could play in Artificial Intelligence education as teaching 
tools, this article proposes, introduces and briefly describes the T-World 
platform. In order to make T-World portable, we decided to implement it as a 
web page so that anyone was able to use it via Internet through a web 
browser (tworld-ai.com). T-World is flexible, agent programs can be coded in 
any programming language since percepts are sent using a standard format, 
such as JSON and XML. Finally, with the aim of encouraging students to use 
the tool, T-World was developed to be visually appealing,  user-friendly, 
graphical and interactive platform in which simulations take place in a three 
dimensional world. 

Among the immediate uses of the platform, we will integrate T-World in 
different projects within our research group [9]. With respect to education, we 
are considering the use of the platform in an “Artificial Intelligence” course 
of our University.   
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