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Abstract. Collaborative filtering is one of the most used techniques
in recommender systems. The goal of this paper is to propose a new
method that uses latent topics to model the items to be recommended.
In this way, the ability to establish a similarity between these elements is
incorporated, improving the performance of the recommendation made.
The performance of the proposed method has been measured in two very
different contexts, yielding satisfactory results. Finally, the conclusions
and some future lines of work are included.
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1 Introduction

Recommender systems analyze patterns of interest to users such as articles or
products, to provide personalized recommendations that satisfy their preferences
[1]. Suggestions intervene in various decision-making processes, such as which
items to buy, which movies to watch, or which books to read. The term item is
used to indicate what the system recommends to users [2]. For this purpose, it is
necessary to model the items that are to be recommended. Generating of a model
from the textual and unstructured information of a set of items represents a great
challenge. The analysis of latent topics has emerged as one of the most efficient
methods for classifying, grouping and retrieving textual data. Discovering topics
in short texts is crucial for a wide range of tasks that analyze topics, such as
characterizing content, modeling user interest profiles, and detecting latent or
emerging topics. The BTM biterm topic model [3] allows to efficiently extract
the topics that characterize a set of short texts. BTM can obtain the underlying
topics in a set of documents and a global distribution of each topic within each
of them, through the analysis of the generation of biterms.

The most common approach for a recommender system is the collaborative
filtering technique based on neighborhood models. Its original form is based on
the similarities between users [4]. These user-user methods estimate unknown
scores based on registered scores of like-minded users. Subsequently, the anal-
ogous approach became popular but now taking into account the similarities



between items [5] [6]. In these methods, a score is calculated using assessments
made by the same user on similar items. Better scalability and improved accuracy
make the item approach more favorable in many cases [7] [8]. In addition, item-
item methods are more likely to explain the reasoning behind the predictions.
This is because the users are familiar with the elements previously preferred by
them, but do not know the supposedly similar users. Most item-item approaches
use a measure of similarity between the ratings they have.

This paper proposes a method based on the item-item approach that uses
a model of latent topics to model the items that need to be recommended and
establishes a similarity between these elements that improve the performance of
the recommendation. The evaluation of the proposed method is done through a
set of educational materials from the Merlot [9] digital repository and a movie
dataset from MovieLens [10]. This article is organized as follows: the second
section describes the extraction and modeling of latent topics, the third section
describes the proposed method, the fourth section shows the experimental re-
sults. Finally, the fifth section presents the conclusions and future lines of work.

2 Extraction of Latent Topics

For the extraction of the topics in the descriptions of the items, BTM (Biterm
Topic Model) was used, which is an unsupervised learning technique that dis-
covers the topics that characterize a set of brief documents.
Let a set of Np documents be called corpus where W is a set of all the words
of the corpus, a topic is defined as a probability distribution over W. Therefore,
a topic can be characterized by its T" most likely words. Given a K number
of topics, the objective of BTM is to obtain the K distributions on each of the
words. A “biterm” denotes a pair of words without order that co-occur in a short
document. In this case, two different words in a document construct a biterm.
Given a corpus with Np documents and a W unique-word vocabulary, it is
assumed to contain Np biterms B = {bz}ivfl with b; = (w1 € W,w; 2 € W),
and K topics expressed over W. Let z € [1, K| be a variable to indicate a topic.
The probability P(z) that a document in the corpus is of a topic z, defined as
a multinomial K-dimensional distribution 8 = {0, }X | with 6, = P(z = k)
K

and > 0 = 1. The distribution of words by topic P(w|z) can be represented
k=1

as a matrix @ €

W-dimensional with input ¢y ., = P(w|z = k) and Z @k = 1. Given the

REXW where the kth row ¢, is a multinomial distribution

parameters « and 3, the main assumption of the model is that each of the
documents of the corpus were generated in the following way:

1. A topic distribution 8 ~ Dirichlet(«) is chosen for all the corpus
2. For each topic k € [1, K]

— A word distribution is extracted for the topic ¢y ~ Dirichlet(f)
3. For each biterm b; € B



— A topic assignment is extracted z; ~ Multimonial ()
— Two words are extracted w; 1, w; 2 ~ Multimonial(¢s,)

Taking into account the generation mechanism assumed by BTM, the likelihood
can be obtained for the entire corpus given the parameters o and § from the
probability of each of the biterms:

Np K
P(B|a, B) = H//ZP(wi’l,wi,Q, 2 = k|0, $)d0dP 1)
i=1 k=1

Np K
- H / /Z ek(bkvwi,l(bk,whzdad@ (2)
i=1 k=1

Obtaining exactly the parameters @ and & that maximize the likelihood of
(2) is an intractable problem. Following the proposal in [11], the parameters 6
and @ can be approximated using Gibbs sampling [12].

To infer the topics of a document, that is, to evaluate P(z|d) for the document
d, the proportion of topics of a document is derived through the topics of the

. . . (d) V4
biterms. If d contains Ny biterms, {b;"'},_,,

Ng
P(zld) = > P(2|bi) P (b, |d) (3)

2.1 Evaluation Criterion

To evaluate the quality of the topics obtained, the coherence metric proposed
by Mimno et al. [13] is used. Given a topic z and its T most probable words

Vv = (v%z), s véf)) where Ufz) € W for i = 1...T', the coherence score is defined
as:

T t
D(0s® ;)Y 41
Clz V@) = 3 3 log Pt

where D(v) is the frequency of the word v in all documents, D(v,v’) is the
number of documents where the words v and v’ co-occur. The coherence metric
is based on the idea that words that belong to the same concept will tend to
co-occur within the same documents. This is empirically demonstrable because
the coherence score is highly correlated with the human criterion.

To evaluate the overall quality of a set of topics, the average of the coherence
metric is calculated for each of the topics obtained + >, C(zx; V{(z)). These
results allow us to determine the number of topics that best represent the entire
corpus.



3 Method Proposed

Let K be the number of topics that represent a set of items, each of them is
modeled according to the probability distribution shown in (3).

Given a list of m users U = uq, us, .., Uy, and a list of n items I = iy, 149, ...,1,,
each user has a list of items I,,, with a score associated to each item r,;. Each
item is assigned a score of 1 to 5.

In order to evaluate the similarity between two items from the probability
distributions obtained with BTM, the proposed method uses the divergence of
Kullback-Leibler [14]. Given two probability distributions P and @, the diver-
gence function is defined as:

P(i)
Q1)

From this divergence, it is possible to define the similarity between two items
p and q as follows:

DKL(P,Q) = Zl P(Z) log

sim(p, q) = exp(—Dxr(p,q))

To estimate the rating of a new item m given a user u, the following method
is proposed to predict 7y.,:

1. The probability distributions are obtained for each of the items that the user
evaluated I, as shown in the 2 section.

2. The probability distribution of the material m is obtained.

The similarity sim of m is calculated with each I, .

4. The similarities are ordered, and the first ¢ are chosen, where t is a parameter
that defines the size of the neighborhood to be considered.

5. From the most similar ¢, the prediction is calculated:

©w

g sim(m, §)(ruj — 113)

Pum = fom + i
> sim(m, j)
j=1

where r,; is the score of item j given by user u, and p; and pu,, are the
average scores of j and m respectively.

4 Experimental Results

Two databases were used in this work, one of educational materials and the other
one of films. The first one provides information on users and Computer Science
educational materials in the Merlot [9] digital repository. The data involves more
than 984 materials and more than 260 users who uploaded, evaluated or com-
mented on each of the publications. Also, public information about publications



and users was available. The data extracted from each of the publications was: ti-
tle, type of material, date of creation, date of update, user who made it, reviewer
review from 1 to 5, user review from 1 to 5, comments, and the unstructured
textual description. The second dataset is about movie ratings in MovieLens[10].
This dataset contains 100,000 scores from 1 to 5 by 943 users for 1682 movies,
where each user rated at least 20 movies; of the films the title and the date are
known; and in addition, the arguments of each of them were collected.

When it comes to operating with textual information, it is necessary to resort
to Text Mining techniques in order to represent each description in a vector of
terms. This was carried out through a process consisting of several stages. In
a first stage, the contents were unified in a single language. Then a stopwords
filter was applied, which is responsible for filtering the words that match any
indicated stopword. English language stopwords were filtered; words relating to
the context. URLs and non-text characters were also deleted. Then, each word
in the text was reduced to its root by applying the Snowball [15] stemming algo-
rithm. The importance of this process is that it eliminates syntactic variations
related to gender, number and verbal time. Once the roots of each of the words
are obtained, the frequency of appearance of each of them in the publications
was calculated and the words that appear more than once were chosen.

From the structured textual information, the modeling of latent topics was
obtained through BTM for the set of educational materials and films. To evaluate
these models, for each number of topics between 2 and 30, the coherence obtained
was averaged, randomly sampling the test and training set in 1000 iterations.
Figure 1 shows the average of the coherence of the model with respect to the
quantity of topics extracted in the material dataset. The number of topics in
which there is a break in the growth of the function of average coherence is of
interest. In this case, the optimal value is between 5 and 7 latent topics.
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Fig. 1. Materials dataset. Average coherence for different Ks



Table 1 shows the topics obtained with K = 7 for the materials dataset. For
each of the topics, the six most important words are shown, i.e., those that are
more likely to belong to that topic.

Table 1. Materials dataset. Model of topics obtained with BTM

Topic Most important words in the topic

1 programming software data algorithms  design

2 information technology computing internet systems
3 programming java language tutorial software
4 resources design systems  development security
5 design information programming interaction  human
6 binary fractions codes numbers tutorial
7 numbers stars interactivate graph simulation

The evaluation methodology for the proposed method applies 10-fold cross-
validation. This evaluation process was repeated 50 times to obtain a significant
sample on which the results are averaged. This process was applied to the pro-
posed method, identified as KNN Topic Model, and the KNN collaborative fil-
tering methods, KNN Mean [7] based on the item-item and user-user approach,
SlopeOne [16] and on the method based on latent factor models (SVD) [17].

The proposed method and KNN methods receive as a parameter the number
of neighbors to consider. The size of the neighborhood has a significant impact
on the quality of the prediction [4]. Figure 2 shows the RMSE (Root Mean
Squared Error) for different numbers of neighbors in the different algorithms.
The error decreases as the number of neighbors grows. The error for the proposed
KNN Topic Model method is always below for different neighborhood values. In
addition, it is observed that after 40 neighbors the RMSE decreases slowly for
each of the algorithms.
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Fig. 2. Movies dataset. Influence of the neighborhood size

The results of the 50 executions of the cross validation for each algorithm
using the material dataset are shown in the Table 2 and the results when using
the movie dataset are shown in the Table 3. The number of neighbors ¢ = 40 was
established for all neighborhood-based models. The items of the material dataset
were represented as a multinomial 7-dimensional distribution and the items of
the movie dataset as a 10-dimensional multinomial distribution. To evaluate the
predictions of the proposed method against the results of the other algorithms,
the precision metrics calculated were RMSE (Root Mean Squared Error), MAE
(Mean Absolute Error) and FCP (Fraction of Concordant Pairs), which measures
the proportion of pairs of well-classified items [18]. Unlike RMSE and MAE, the
value of FCP is better the higher it is, since it measures a proportion.

Table 2. Educational Materials dataset. Results obtained

KNN KNN KNN KNN KNN  SlopeOne SVD
Model item-item Mean user-user Mean
Topic item-item user-user

Mean RMSE 0.6047 0.6848 0.8412  0.7757 0.6339  0.6575 0.6420
Mean MAE 0.4403 0.4566 0.5544  0.5126  0.4333  0.4336 0.3443
Mean FCP  0.6517 0.2075 0.4820  0.1400 0.3333  0.4133 0.4329

It is observed that the proposed method is competitive against two sets of dif-
ferent datasets. For the dataset of educational materials, the KNN Topic Model



Table 3. Movies dataset. Results obtained

KNN KNN KNN KNN KNN  SlopeOne SVD
Model item-item Mean user-user Mean
Topic item-item user-user

Mean RMSE 0.9340 1.0203  0.9385  0.9732 0.9466 0.9426 0.9402
Mean MAE 0.7359 0.8044 0.7375 0.7680 0.7462 0.7409 0.7396
Mean FCP  0.6879 0.5990  0.6867 0.6948 0.6946 0.6865 0.6889

method obtains a lower RMSE error and a higher FCP ratio. However, the MAE
metric is lower for SVD. It is emphasized that with the little information of the
materials that are available, through the use of topic modeling it is possible to
improve the FCP. In the movie dataset, more information about the interests of
the users is available, so that the proposed method, although having a compet-
itive result, does not exceed the FCP value with respect to the user-user KNN
Mean approach.

5 Conclusions and Future Lines of Work

In the present paper we managed to model a set of items detecting latent topics
in their descriptions. This allowed us to know which are the topics that describe
the items and how they relate to each other. The methodology used in the
proposed method and the validation metrics applied present preliminary results
that are satisfactory and competitive compared to traditional methods. As future
work, the application of the proposed method in other databases with associated
textual information is foreseen. It is also interesting to incorporate information
about the opinions and tastes of the user from other contexts. The results of
this work are an addition to the work previously presented in [19], where a
modeling of users was proposed through the information obtained with BTM
when identifying the topics of interest of the students of the Computer Science
School of the UNLP through their publications made in Facebook groups. In
turn, this work is related to a larger project, whose objective is to create a
recommender system for digital educational materials.
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