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Abstract:
							                           
 A flaky test is a test which could fail or pass for the same version of a certain software code. In continuous software development environments, flaky tests represent a problem. It is difficult to get an effective and reliable testing pipeline with a set of flaky tests. Also, according to many practitioners, despite the persistence of flaky tests in software development, they have not drawn much attention from the research community. In this paper, we describe how a company faced this issue, and implemented solutions to solve flaky tests for REST web services. The paper concludes proposing a set of key success factors for stopping flaky tests in this type of testing.



Keywords: Flaky tests,  continuous integration,  continuous deployment,  continuous delivery,  web service testing.
		                         


Resumen:
						                           
 Una prueba no determinística es una prueba que podría fallar o ser exitosa con la misma versión de un determinado código de software. En entornos de desarrollo de software continuo, las pruebas no determinísticas representan un problema. Es difícil obtener un proceso de pruebas efectivo y confiable con pruebas no determinísticas. Además, de acuerdo con muchos profesionales, a pesar de la persistencia de este tipo de pruebas, las mismas no han llamado mucho la atención de la comunidad científica. En este trabajo, describimos cómo una empresa se ha enfrentado este problema e implementado soluciones para resolver pruebas no determinísticas en servicios REST. Al final, se proponen un conjunto de factores clave de éxito para evitar este problema en pruebas de servicios.



Palabras clave: Pruebas no determinísticas,  integración continua,  despliegue continuo,  entrega continua,  pruebas de servicios web.
                                







1. Introduction

 An important characteristic of an automated test is its determinism. This means that a test should always produce the same result when the system under test (SUT) does not change. A test that fails randomly is not reliable and it is commonly called as “flaky test”. Automated flaky tests slow down progress, cannot be trusted, hide real bugs and are not cost effective.

 “Flaky tests” is not a new term. Some practitioners like Martin Fowler [1] have referred to flaky tests as non-deterministic tests. According to different authors [1,2,3,4,5,6], flaky tests are tests that have non-deterministic outcomes with respect to a given software version. During the last years, flaky tests have been a problem for several companies.

 Google, for example, has a continual rate of about 1.5% of all test runs reporting a "flaky" result [7]. They have a Continuous Integration (CI) pipeline which identifies the moment when a passing test becomes a failure, so that they can investigate the checked-in code that caused that transition. Google statistics show that in practice 84% of the transitions from pass to fail involve a flaky test [7]. 

 In the same way, many authors have reported testing problems related to flaky tests [3,8,9,10,11,12,13,14,15]. Nowadays, organizations invest a lot of effort to stop flaky tests. Thus, different proposals can be found in the literature with their corresponding pros and cons. Similarly, in this paper we describe how a company was able to stop flaky tests in automated REST service testing by applying a set of practices. In the end, we propose a list of key success factors that are derived from applying these practices to stop flaky tests.

 Apart from this introductory section, common causes of flaky tests and existing proposals on how to deal with them are described in section 2. Section 3 describes the issues that the company had and the implemented solutions. The proposed key success factors are presented in Section 4, with a brief discussion of the applied steps. Section 5 describes threats to validity. Finally, we present our conclusions and ideas for future work in Section 6.




2. Background in flaky tests


2.1. Common causes

In [2], an empirical analysis of flaky
tests is presented. The authors of that article classify the most common root
causes of flaky tests and they describe strategies that developers use to fix
flaky tests.


Thus, the most common root causes of flaky tests are [2]:

	1. 
						Asynchronous wait: it happens when a
test script makes an asynchronous call and does not wait for the results to be
available before using them.

	2. 
						Concurrency: flaky tests that are caused
by different threads interacting in a non-desirable manner (data races,
deadlocks, atomicity violations, etc.)

	3. 
						Test order dependency: according to the
best practices of automated testing, all tests in a test suite should be
independent of one another and the order in which they are run should not
affect their outcomes. 
However, in practice, it is not the case: flaky tests can be produced by test
outcomes that depend on the order in which the tests are run

	4. 
						Resource leak: test failures may also
occur whenever the application does not properly manage one or more of its
resources such as database connections, memory allocations, etc.

	5. 
						Network: the network is a resource that
is difficult to control, so tests whose execution depends on it can be flaky.

	6. 
						Time: relying on the system time may
introduce flakiness. For example, a test may fail when the midnight changes in
the UTC time zone.

	7. 
						IO: I/O operations may also cause flaky
tests similarly to resource leaks.

	8. 
						Randomness: the use of random numbers
generator (without accounting for all the possible values that may be generated)
may also cause some tests to be flaky.

	9. 
						Floating point operations: tests that performs these operations may become flaky.

	10. 
						Unordered collections: when the tests
iterate over unordered collections (e.g., lists, maps, sets), and they assume
that the elements are returned in a particular order,
then the test outcome can become non-deterministic because different executions
may have a different order.





According
to [2], there are more causes of flaky tests that depends on each individual
project. A project where a big data application is being developed may have a
certain type of flaky tests, different from a project for a microservices based
application.


Also, we have found more causes like:

	1. 
						Servers problems: when the server is down or unstable, automated tests may fail [16].

	2. 
						Having user interface (UI) testing: the
UI is the part of an application that changes most frequently, and it can drive
to flaky tests [12,17].






2.2. Common fixes

There are many workarounds for
flaky tests that can be found in the literature.




	1. 
						We will list the most common
fixes for the aforementioned root causes:

	2. 
						Fixes for asynchronous wait failures:
using waitFor
calls [2,18,19]; using sleep calls
[2], reordering code [2].

	3. 
						Fixes for concurrency failures: adding
locks [2,18]; making code deterministic [2,13,20]; changing concurrency guard
conditions [2]; changing assertions [2,20].

	4. 
						Fixes for test order dependency failures:
setting up/cleaning up states [2,17]; removing dependency [2,18]; merging tests
[2].

	5. 
						 Fixes for resource leak failures:
managing relevant resources through resource pools [1].

	6. 
						Fixes for network failures: using mocks
[2,21], using waitFor
calls [2]; adding connection retries [18].

	7. 
						 Fixes for time failures: avoiding the
use of platform dependent values (e.g. time) [2].

	8. 
						Fixes for I/O failures: closing any
opened resource [2,18]; using proper synchronization between different threads
sharing the same resource [2].

	9. 
						Fixes for randomness failures:
controlling the seed of the random generator and the boundary values that the
random number can return [2]; modifying assertions [18].

	10. 
						Fixes for floating point operations failures: making assertions more flexible in to accepting a range of values
instead of just one [18].

	11. 
						Fixes for unordered collections: writing
tests that do not assume any specific ordering on collections [2]; using
pointers [18].

	12. 
						Fixes for server problems: using waitFor calls
[18].

	13. 
						 Fixes for UI false positive failures:
using waitFor
calls [18, 19]; adopting model-based UI testing [22]; adopting Visual GUI
testing (VGT) [23]; adding image comparison [24]; including crowdsourced GUI
testing [25].





A summary of the reported common causes
for flaky tests and their common fixes are shown in Table 1.




Table 1




Common causes and fixes
for flaky tests.









	

  Common
  Causes
  

	

  Common
  Fixes
  




	
  Asynchronous
  wait
  
	
  waitFor and sleep calls, code
  reordering.
  



	
  Concurrency
  
	
  Locks,
  deterministic code, concurrency guard conditions and assertions improvement.
  



	
  Test order
  dependency
  
	
  States cleaning
  up, dependency removal.
  



	
  Resource leak
  
	
  Managing
  relevant resources through resource pools.
  



	
  Network
  
	
  Mocks, Retries, waitFor calls.
  



	
  Time
  
	
  Avoid time as
  platform dependent values
  



	
  I/O operations
  
	
  Closing
  resources after using them, adding synchronization.
  



	
  Randomness
  
	
  Managing the
  seed and boundaries of random values generators.
  



	
  Floating point
  operations
  
	
  Flexible
  Assertions.
  



	
  Unordered
  collections
  
	
  Dependency
  removal on collections that need to be ordered.
  



	
  UI false
  positive failures
  
	
  waitFor calls, model-based testing, VGT, image comparison, crowdsourced
  UI testing.
  



	
  Server problems
  
	
  waitFor calls.
  






















 Apart from these workarounds, other solutions for general flaky test issues can be found.

 In Table 2 solutions for general flaky test issues are presented with their pros and cons.

 However, we have found more flaky tests root causes in automated REST service testing. In the next section we will describe them and how the company has mitigated them.




Table 2




Pros and cons of
solutions for general automated flaky tests.









	

  Solution
  

	

  Ref.
  

	

  Pros
  

	

  Cons
  




	
  Test prioritization and test selection
  
	
  [26, 27, 28]
  
	
  1) It reduces the number of flaky tests in the test-suite
  execution.
  
	
  1) Flaky tests still exist.
  2) Flaky tests are not identified.
  



	
  Running tests only for
  new or modified code.
  
	
  [27]
  
	
  1) Flaky tests are easier to identify and ignore.
  
	
  1) Flaky tests still exist.
  



	
  Test the automated test scripts for flakiness.
  
	
  [2,29]
  
	
  1) Flaky tests can be identified and
  ignored.
  2) It is possible to determine the cause of
  flakiness.
  3) Flaky tests can be
  removed or fixed.
  
	
  1) Cost
  2) A lot of execution time.
  



	
  Re-running tests.
  
	
  [17,30]
  
	
  1) It reduces the number of failures due to flaky
  tests.
  
	
  1)
  Longer execution times.
  2) Flaky tests still exist.
  



	
  Postpone tests re-runs till the end of the
  execution.
  
	
  [17]
  
	
  1) It reduces the number of failures due to
  flaky tests.
  2) It is possible to
  determine the cause of flakiness.
  
	
  1)
  Longer execution times.
  2) Flaky tests still exist.
  





























3. Facing flaky tests in a REST
service architecture

In this section we describe the project
background, the problems with flaky tests and the solutions that have been
applied in order to face them.


3.1. The project

 The company where the project is being developed, is a digital marketing agency and an Interactive Investment Management (IIM) firm which specializes in digital media and analytics for different clients worldwide. Its services include Paid Search, SEO, Affiliate Marketing, Web Analytics, Link Building, Display, Email, Mobile, Affiliate and Social Media. It uses a cloud-based, or software as a service model. It operates offices in the United States, Canada, Europe and Latin America. 

 The project consists in a backend architecture, which connect the frontend of the application with several big data technologies such as Hadoop, HBase, MongoDB, Elasticsearch and Spark Streaming. This connection is made by using RESTful web services.

 Currently, there are 4 teams working on that project. Each team is composed by 6 Java developers, 1 manual tester and 1 test developer[1]. Thus, the project is supported by 24 developers, 4 manual testers and 4 test developers.


3.1.1. The testing process

 While the feature is being developed, manual testers write test scenarios using ubiquitous language. At the same time, test developers prepare the necessary components (drivers, dependencies, etc.) before developing the test scripts for that feature.

 When the feature is completed, it is deployed to an environment for developers (dev environment). There, developers verify that the feature is working with the other components of the application. Then, when all the features of the current sprint are completed, they are deployed to a QA environment, where the manual testers verify whether they satisfy the acceptance criteria and they also run the regression tests. At the same time, the test developers start to develop the test scripts for the features. It is very important to highlight that for the development of test scripts, it was used a QA framework. In that framework, test developers added classes that interacted with the different databases (Mongo, Hbase, etc.) and Elasticsearch. In the same way, they created classes that represented the requests and the responses for the different REST services of the application. Finally, the test classes were composed by methods which interacted with the mentioned classes and made assertions to verify expected conditions. The architecture of the QA framework can be seen in Fig. 1.
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Fig.
1



Architecture of the QA Framework
















3.1.2. Flaky tests in the project

 Execution of regular and regression tests are performed using a CI server. The CI server contains plugins which provide developers with metrics such as tests duration, number of failed tests, number of passed tests, number of skipped tests, build status trend, and similar metrics.

 However, regression testing was not performed immediately after developers checked-in changes into the repository, because the test results were not reliable. The reports generated by the CI server helped the team to analyze root causes of failures, and then identify 4 reasons (see Fig. 2):


 Reason 1 (R1): Failures produced by unavailable or inconsistent test data. For example, given a database which contains city names associated with country codes, a list of city names can be retrieved using a web service. The request to the server must contain the country code as a parameter. If the requested country code does not exist in the database or it is incorrect, then the server will not return the expected number of city names and the test at verifying this scenario will fail.


 Reason 2 (R2): Internal server errors (HTTP status code 500) not related to a server which is down or unavailable. An internal server error indicates that there was a problem with the server. However, sometimes the server returned this error but it was produced by other completely different cause (for example, a bad request).


 Reason 3 (R3): Failures produced by REST API requests/responses which have changed because of business requirements. The requests and the responses of the web services are represented using POJOs in the QA framework. When these requests and responses change because of business requirements, the POJOs need to be refactored. However, this refactoring is performed once the code is deployed in the QA environment, causing tests to fail in previous stages.


 Reason 4 (R4): Real Failures. Bugs introduced by developers.
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Fig.
2



Failures reasons in the project by percentage.















As it
can be seen, R1, R2 and R3 are causes of flaky tests and they represent almost
a 90% of the failures. In Fig. 3 it is also presented the build status trend
report generated by the CI server.
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Fig.
3



Build status trend report of the builds #74 to #86.
















3.2. The solution

The solution
approach consisted of a set of steps which were applied gradually. Some of the
steps were taken from unit tests principles [31]. Others were taken from
continuous software development practices [32,33,34]. Finally, the rest of them
were taken from a set of papers whose main focus is
software testing [35,36,37]. We will detail each solution for every failure
reason.


3.2.1. R1: Failures produced by
unavailable or inconsistent test data


 S1.1: Preconditions verification for test data 


 The presence of test data is verified before running the test cases which use that data. Also, if some scenarios have to be ran before others in order to generate specific data, they are verified in precondition steps. The result is a number of skipped tests, instead of failures. However, not having a pass/fail result decreases the coverage of the testing stage.


 S1.2: Automated test content injection/deletion 


 As S1.1 avoids flaky tests produced by unavailable or inconsistent test data, but it does not generate a pass/fail result, an automated test data generator was developed. Developers in collaboration with test engineers, made two endpoints in the application: one for injecting test data and the other one for deleting it.

 Thus, a file containing valid test data is prepared and then injected automatically as part of a beforeSuite method by using the injection endpoint. Finally, after the test cases run, the deletion endpoint is called as part of an afterSuite method and the test data is deleted from the databases and the search engine.

 A screenshot of the TestDataGenerator class is shown in Fig. 4.
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Fig.
4



TestDataGenerator class.















After
applying S1.1 and S1.2 flaky tests produced by unavailable or corrupted test
data were fixed.


3.2.2. R2: False Internal server
errors


 S2.1: Negative testing 


 It includes the verification of negative scenarios which produce errors like bad requests, not found resources, unauthorized access, etc. Thus, it’s possible to distinguish between real failures produced by the server (internal server errors) and errors produced by negative scenarios. In order to do this, developers have to follow HTTP standards and fix all the incorrect errors in the responses. Then, if a non-expected error appears, it is considered as a defect.


 S2.2: Health suite 


 Negative scenarios fix the false internal server errors, by adding a verification of real expected errors. However, in order to avoid failures caused by problems with the servers, a health suite has been added. The health suite is ran before any test script, even before the injection of the test data. It verifies that the environment is up and running. The scope of this verification includes the server, databases, streams and the search engine. 

 3.2.3. R3: Failures produced by REST API requests/responses


 S3.1: Integration of the QA framework as another module of the REST application project. 


 The integration of the QA framework with the other project modules, allows test developers to reuse the same classes used by developers, to be mapped with the requests and responses.

 Thus, if changes in the requests or responses of the service are made, they will not have an effect in the requests or responses classes (POJOs) handled by the test scripts. Also, the test code can be refactored at the same time the code base is modified.
















4. Discussion

 After applying the 5 mentioned solutions, the different teams working on the project were able to fix the flaky tests. The results of the progress can be seen in Fig. 5.

 The first step was the analysis of the root causes of the failures which was described in section 3.1.2. Then, the test developers started to share the problems across the developers of the different teams by using presentation slides.
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Fig.
5



Build status trend report showing the last 100 results and the time where
solutions were applied















 S.1.1 was implemented first in build #126, skipping the number of flaky tests caused by R1. After one week of analyzing the best option to fix those skipped tests, and three weeks of developing the injection and deletion endpoints for test data, S.1.2 was implemented in build #157. The percentage of passed test scripts increased from 57% to 65% approximately. Two weeks later, negative scenarios (S.2.1) were added, at the same time with the health suite (S.2.2). The negative scenarios increased the number of test cases and the coverage of the REST service test stage. However, they decreased the number of passed test scripts. These failures represented just incorrect error responses, so developers started to fix them gradually. After two weeks, the project increased the percentage of passed tests to 78%. Finally, in build #212, S.3.1 was implemented. After a couple of days of refactoring, the test build was completely stabilized. New failures after that, represented real defects. Thereby, the test stage gained reliability by eliminating false positives.

 The adoption of these solutions took almost 4 months. However, the most important step was bridging the gap between test engineers and developers. Without that collaboration, most of these solutions could not have been implemented. Thus, we propose a list of key success factors to stop flaky tests in automated REST service testing.


Also,
the company have improved the test processes by adding continuous deployment as
follows:

	1. 
						 Developers check-in new code
into the mainline trunk.

	2. 
						The CI server builds the code
and runs the unit tests.

	3. 
						If step 2 passes, then the CI
server deploys the changes automatically into the developer’s environment.

	4. 
						The CI server runs the
automated REST service test scripts.

	5. 
						 If step 4 passes, then the code
is deployed automatically into the QA environment.





 Thus, the QA environment is ready for a manual testing stage where manual testers only need to verify that the newly developed features satisfy the acceptance criteria.

 The implementation of the solutions fixed the problems related to unreliable tests, but the use of continuous deployment and the execution of the test scripts earlier in the pipeline, helped the teams to improve the speed of the release process.


4.1.1. Key success factors to stop
flaky tests in automated REST service testing

Based on the experience we
acquired by applying the solutions to different problems and attaining the
results, we propose the following 10 key success factors.


We consider that they
can be applied to automated REST service testing in order to avoid flaky tests.

	1. 
						Bridge the gap between DEV and
QA. If your team has different roles for testing and developing tasks, then
improve the collaboration between test engineers and developers.

	2. 
						Don’t create a testing
framework, but add a testing module to the code base.

	3. 
						Reuse as much code base as
possible: entities, database and search engine connectors, configuration files,
scripts, etc.

	4. 
						Create a mechanism to create
test data before your test scripts run.

	5. 
						Create a mechanism to delete
the created test data after your test scripts run.

	6. 
						Verify that the test data
required for the test scripts is available before running them. If the test
data is not available, then skip the tests that depend on it.

	7. 
						Create a health suite in order
to verify the stability of your environment and run it before any other suite
(smoke, regression, etc.). If the health suite fails, then skip all of your
test scripts.

	8. 
						Add negative scenarios.






Additional good practices for
continuous software development environments:

	1. 
						Add continuous deployment.

	2. 
						Run your automated REST service
testing suites in the corresponding environment, immediately after the changes
in the code base are introduced.










5. Threats to validity


The validity of this proposal is
threatened by the following issues:

	
The scope of the proposed key
success factors is the testing of RESTful web services. Even though it might be
applied to the testing of other web services architectures like SOAP or WSDL,
they have not been contemplated in the experiment.



	
The injection/deletion of test
data is not always possible. If it is not possible, then the key success
factors cannot be applied.



	
Sometimes, the servers do not
have an API to verify their status. Verifying the status of a server is very
important for the creation of the health suite.



	
 The implementation of the mentioned solutions took almost 4 months, but that time is directly related to the amount of people working on the project and the size of the project.



	
The experiment was performed in
a project where developers and testers were able to work together. As it was
mentioned above, collaboration between them is very important. If the
collaboration between developers, test engineers and other similar roles is
something hard to achieve, then the adoption of the proposed solutions might be
hard to achieve as well.










6. Conclusions

 Creating stable automated tests is a difficult goal to accomplish. Flaky tests are present at all testing levels such as unit tests, integration tests, functional tests and non-functional tests. We have studied that there are many causes for non-deterministic tests. Additionally, there are some workarounds that may help software development teams to fix them. However, according to different authors, flaky tests are still a problem for organizations which try to get a continuous software development approach like continuous delivery.

 In this paper, we have described the experience of a company that has faced this issue and that has implemented solutions to solve flaky tests for REST services. Based on the successful implementation of these solutions, we have proposed a set of key success factors for stopping flaky tests in this type of testing. We believe that this might be a little contribution and a starting point for avoiding flaky tests in one type of testing.

 Finally, in future works we will continue working on exploring solutions to stop flaky tests in other types of testing like UI testing. We also will work on finding more solutions that may contribute to the improvement of the testing process in continuous software development environments.
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