ABSTRACT
Currently, most supercomputers are multicore clusters. This type of architectures is said to be hybrid, because they combine distributed memory with shared memory. Traditional parallel programming paradigms (message passing and shared memory) cannot be naturally adapted to the hardware features offered by these architectures. A parallel paradigm that combines message passing with shared memory is expected to better exploit them. Therefore, in this paper the performance of two parallel programming paradigms (message passing and combination of message passing with shared memory) is analyzed for multicore clusters. The study case used is the construction of phylogenetic trees by means of the Neighbor-Joining method. Finally, conclusions and future research lines are presented.
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1 Introduction

The study of distributed and parallel systems is one of the most active research lines in computer science nowadays [1, 2]. In particular, the use of multiprocessor architectures configured in clusters, multiclusters, grids and clouds, supported by networks with different characteristics and topologies, has become general, not only for the development of parallel algorithms but also for the execution of processes that require intensive computation and the provision of concurrent web services [3, 4, 5, 6].

The energy consumption and heat generation problems that appear when the speed of a processor is escalated are the reasons of the development of the multicores processors. This type of processor is formed by the integration of two or more computational cores within the same chip. Even though these cores are simpler and slower, when combined they allow enhancing the global performance of the processor while making an efficient use of energy [7, 8].

The incorporation of this type of processors to conventional clusters gives birth to an architecture that combines shared and distributed memory, known as multicore cluster [9, 10]. In this type of architectures, communications between processing units are heterogeneous [11] and can be classified in two groups: inter-node and intra-node. Inter-node communications are between cores that are in different nodes and they communicate by exchanging messages through the interconnection network. Intra-node communications are between cores that are within the same node and they communicate through the different memory levels of the node.

Parallel programming paradigms differ in the way tasks communicate and synchronize. Traditionally, there were two main programming paradigms for parallel architectures: shared memory and message passing. In shared memory architectures, such as multicores, the most widely used paradigm is shared memory. In it, tasks communicate and synchronize by reading and writing variables in a shared address space. OpenMP is the most widely used library to program shared memory [12]. Message passing is the most commonly chosen paradigm for distributed architectures, such as traditional clusters. In it, each task has its own address space and task communication and synchronization is done by exchanging messages. MPI is the most widely used library to program under this paradigm [13].

Multicore clusters are hybrid architectures that combine distributed memory with shared memory, so neither of the previous paradigms naturally adapts to all hardware features in these architectures. For this reason, the scientific community has a great interest in analyzing hybrid parallel programming paradigms that allow communications both through message passing and shared memory. A parallel paradigm that uses shared memory for intra-node communications and message passing for inter-node communications would be expected to better leverage the features offered by multicore clusters [14].

In this paper, the performance of two parallel algorithms designed for the same application but using different programming paradigms is compared over a multicore cluster. The application selected as study case is the construction of phylogenetic trees by means of the Neighbor-Joining method, and it was selected based on its computational complexity ($O(n^3)$). The rest of the paper is organized as follows: in Section 2, related works are described.
In Section 3, the Neighbor-Joining method is explained, together with sequential an the parallel algorithms used. In Section 4, the experimental work carried out is described, whereas in Section 5, the results obtained are presented and analyzed. Finally, in Section 6 the conclusions and future lines of work are presented.

2 Related Works

There are numerous works that analyze and compare parallel programming paradigms for multicore clusters. To mention but a few, in [15], [16] and [17] there are comparisons between message passing and combinations of message passing with shared memory. Results vary depending on the characteristics of the problem solved, the algorithms used and the features of the hardware architecture used as support; which makes research in this area even more significant.

3 Neighbor-Joining Method

Studies carried out on molecular mechanisms of organisms suggest that all organisms in the planet have a common predecessor. Then, any set of species would be related, which is called Phylogeny. In general, this relation can be represented by means of a phylogenetic tree. The task of Phylogeny is to infer the previous tree based on observations of existing organisms [18].

The Neighbor-Joining method (NJ) is based on distance matrices and is widely used by biotechnologists and molecular biologists due to its efficiency and temporal complexity order. In recent years, it has become very popular through its use in the ClustalW algorithm [19], one of the most widely used tools for multiple sequence alignment. The NJ algorithm was originally developed by Saitou and Nei in 1987 [20]. One year later, Studier and Keppler [21] would review the algorithm and incorporate an improvement that allows reducing the temporal complexity from $O(n^3)$ to $O(n^2)$.

The Neighbor-Joining method starts with a star-shaped tree. In each step, the pair of nodes that is closest to each other are selected and connected through a new, inner node. Then, the distances from this new node to the rest of the nodes in the tree are calculated. The algorithm ends when there are only two nodes that are not connected [18].

Algorithm 1 details the pseudo-code of the Neighbor-Joining method and Figure 1 shows an example of the building process of a phylogenetic tree using the Neighbor-Joining method for a 4x4 distance matrix.

3.1 Sequential Neighbor-Joining Algorithm

The algorithm starts with a distance matrix between pairs of sequences of $N \times N$ denoted as $d$, $N$ being the number of sequences. Since this is a symmetric matrix, there is no need to store it in full, but only the lower triangular matrix or the upper triangular matrix can be stored (in this case, the former is chosen).

In each iteration of the main loop, the pair $i, j$ for which $D_{i,j}$ is minimal has to be found. The normalized distance matrix $D$ is not stored, but the value of each position is calculated in each iteration. Node divergences are computed in a one-dimensional arrangement before starting the main loop, and are updated in each iteration of the loop, rather than calculating them every time they are required.

For the list of active nodes $L$, a one-dimensional flag arrangement is used; the flags indicate which nodes have been selected and which have not.

Algorithm 2 details the pseudo-code of the sequential algorithm.

3.2 Parallel Neighbor-Joining Algorithm

The algorithm was parallelized using different parallel programming paradigms (message passing and combination of message passing and shared memory). Before going into an in-depth review of the solution developed, certain aspects of the Neighbor-Joining algorithm should be analyzed, since these might explain why an efficient parallel solution is difficult to obtain.

First, it should be noted that for each iteration of the main loop, a new node is added to the distance matrix, but those from the two originating nodes are removed. This means that, in a parallel solution, the work carried out by each task in each iteration decreases as the iterations of the main loop progress. Also, in distributed environments, the distances of the new nodes must be distributed among all processes forming the solution.
Figure 1. Building process of a phylogenetic tree using the Neighbor-Joining method for a 4x4 distance matrix.

The search for the pair of nodes whose distance is minimal represents the most expensive part of the main loop from a computational standpoint. Taking into account that the distance matrix is triangular, distributing the work required for the search process by assigning the same number of rows to each task could result into idle time, since not all rows have the same number of cells. Since idle time negatively affects the performance of an algorithm, it must be removed or, if this is not possible, minimized. For this reason, the workload distribution strategy must be chosen trying to make it as equitable as possible for all tasks.

3.2.1 Message Passing as Parallel Programming Paradigm

This solution uses a master-slave model of $P$ processes as parallelization strategy. The distances of each newly created node are distributed among all processes following a circular order (the node to which it is assigned is the owner). Algorithm 3 details the pseudo-code of the parallel algorithm.

3.2.2 Combination of Message Passing and Shared Memory as Parallel Programming Paradigm

This solution is based on the one described in Section 3.2.1, but unlike it, each process generates $T$ threads when computation begins. Then, the iterations belonging to different process loops are distributed among the threads that have been generated.

4 Experimental Work

4.1 Architecture Used

Tests were carried out on a cluster of Blade multicore with four blades and two quad core Intel Xeon e5405 2.0 GHz processors each[22, 23]. Each blade has 10 Gb RAM memory (shared between both processors) and 2 x 6Mb L2 cache for each pair of cores. The operating system is GNU/Linux Fedora 12 (64 bits).

4.2 Algorithms Used

The algorithms used in this work were developed using C language (gcc compiler version 4.4.2) with the OpenMPI (mpicc compiler version 1.4.3) library for message passing and OpenMP for thread management. The algorithms are detailed below:

**Algorithm 2** Pseudo-code of the sequential algorithm.

1. $L = S$.
2. foreach $d_{i,j}$ in $d$ do
3. Update $r_i$.
4. Update $r_j$.
5. end foreach
6. for $h$ in 1 to $N-2$
7. foreach $d_{i,j}$ in $d$ do
8. Calculate $D_{i,j}$.
9. Calculate minimum $D_{i,j}$.
10. end foreach
11. Create node $k$ connecting nodes $i$ and $j$.
12. $S = S + \{k\}$.
13. Calculate $d_{i,k}$ and $d_{j,k}$.
14. $L = L - \{i,j\} + \{k\}$.
15. foreach $s$ in $L$ do
16. Calculate $d_{k,s}$.
17. Update $r_k$.
18. Update $r_s$.
19. end foreach
20. end for
21. Group both remaining nodes in $L$. 
Algorithm 3 Pseudo-code of the parallel Neighbor-Joining algorithm.

1. The master process divides distance matrix $d$ into $P$ portions and distributed $P-1$ among the slaves. Each process keeps approximately $((N) \times (N-1)/2P)$ elements from distance matrix $d$.

2. Each process calculates the partial divergences of the nodes it has, broadcasts them to the other processes, and update its divergence vector based on the partial divergences received from the other processes.

3. for $h$ in 1 to $N-2$ do
4. Each process calculates its local minimum $D_{i,j}$.
5. The master process collects all local minimums, calculates the global minimum $D_{i,j}$ and broadcasts it to the other processes.
6. The master process creates a new node $k$ and adds it to $S$.
7. The owner process of node $k$ calculates $d_{i,k}$ and $d_{j,k}$. Each remaining process accumulates in a data structure the distances to the pair of nodes $i,j$ it has and then sends it to the owner of node $k$.
8. The owner process of node $k$ calculates the distances from it to the rest of the nodes and updates the divergence vector.
9. The owner process of node $k$ broadcasts to the other processes the updated divergence vector.
10. Each process removes nodes $i$ and $j$ from their own $L$ and add $k$.
11. end for

- **MP**: this algorithm is based on the solution described in Section 3.2.1, where $P$ is the number of cores used.
- **HY**: this algorithm is based on the solution described in Section 3.2.2, where $P$ is the number of blades used and $T$ is the number of cores in each blade.

### 4.3 Tests Carried Out

Based on the features of the architecture, both algorithms were tested using all the cores with different numbers of nodes: two, three and four; this means that $P = \{16, 24, 32\}$ for **MP**. In the case of **HY**, one process per node was used; this means that $P = \{2, 3, 4\}$ and $T = \{8\}$. Various problem sizes were used: $N = \{4000, 6000, 8000, 10000, 12000, 14000, 16000\}$. Each particular test was run five times, and the average execution time was calculated for each of them.

### 5 Results

To assess the behavior of the algorithms developed when escalating the problem and/or the architecture, the **speedup** and **efficiency** of the tests carried out are analyzed [1, 3, 24].

The speedup metric is used to analyze the algorithm performance in the parallel architecture as indicated in Equation (1).

$$ Speedup = \frac{SequentialTime}{ParallelTime} \quad (1) $$

To assess how good the speedup obtained is, the efficiency metric is calculated. Equation (2) indicates how to calculate this metric, where $p$ is the total number of cores used.

$$ Efficiency = \frac{Speedup}{p} \quad (2) $$

Figure 2 shows the efficiency achieved by the algorithms **MP** and **HY** when using two, three and four blades of the architecture for different problem sizes ($N$). For readability, only the results for $N = \{4000, 8000, 12000, 16000\}$ are shown.

This chart shows that both algorithms increase their efficiency as the size of the problem increases and, on the other hand, as it is to be expected in most parallel systems, the efficiency decreases when the total number of nodes used increases. The efficiency levels obtained with both algorithms are low due to the number of communication and synchronization operations carried out and the idle time that processes and threads might have. Despite this, it can be seen that the best efficiency levels are obtained by **HY**.

The superiority of **HY** over **MP** can be analyzed in detail in Figure 3, which shows the percentage of the relative difference between the efficiencies of both algorithms ($prd$), calculated by means of Equation (3).

$$ prd = \frac{efficiency(HY) - efficiency(MP)}{efficiency(MP)} \times 100 \quad (3) $$
The chart in Figure 3 shows that HY is better than MP in all cases, achieving improvement percentages higher than 250%. It can also be seen that the improvement increases with the number of nodes and that it decreases when the size of the problem increases. The difference in favor of HY is due to several factors:

- First, HY reduces latency and maximizes the bandwidth of the interconnection network, since, by using a single, multi-threaded process instead of multiple processes for each node, it groups all task messages corresponding to a node in a single, larger message. It also removes competition for the network at node level.

- Finally, since the distance matrix $d$ is divided in less parts and the work assigned to each of these portions is distributed dynamically among the threads in each process, HY achieves a more balanced work distribution versus the fully static strategy used by MP.

6 Conclusions and Future Works

In this paper, the performance of two parallel programming paradigms (message passing and hybrid) was compared for current cluster architectures, taking as study case the construction of phylogenetic trees by means of the Neighbor-Joining method. The algorithms were tested using various work and architecture sizes. The results obtained show that the hybrid parallelization better leverages the hardware features offered by the support architecture, which in turn yields a better performance.

Future lines of work include the development and optimization of hybrid solutions for other types of applications and their comparison with solutions based only on message passing or shared memory.
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