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Abstract. The ATLAS experiment under construction at CERN is due to begin operation
at the end of 2007. The detector will record the results of proton-proton collisions at a center-
of-mass energy of 14 TeV. The trigger is a three-tier system designed to identify in real-time
potentially interesting events that are then saved for detailed offline analysis. The trigger
system will select approximately 200 Hz of potentially interesting events out of the 40 MHz
bunch-crossing rate (with 109 interactions per second at the nominal luminosity).

Algorithms used in the trigger system to identify different event features of interest will
be described, as well as their expected performance in terms of selection efficiency, background
rejection and computation time per event. The talk will concentrate on recent improvements and
on performance studies, using a very detailed simulation of the ATLAS detector and electronics
chain that emulates the raw data as it will appear at the input to the trigger system.

1. Introduction

ATLAS is a general purpose particle physics detector which is described in detail in [1]. It will
detect proton-proton collisions in the Large Hadron Collider (LHC). Its primary goals are to
understand the mechanism for electroweak symmetry breaking and to search for new physics
beyond the Standard Model. The LHC is expected to start its operation next spring. It will
eventually provide proton-proton collisions at a center of mass energy of about 14 TeV, a design
luminosity of 1034cm−2s−1 and a bunch-crossing rate of 40MHz. For every bunch intersection
around 23 inelastic proton-proton interactions are expected. This means about 109 interactions
per second. The limits on our capability to store data and the expected event size give an upper
limit of 200Hz to the trigger output. ATLAS trigger is expected to have a rejection power of
∼ 106 while being the trigger efficiency as high as possible for the interesting events.

ATLAS trigger is structured in three levels. The First Level (LVL1) uses custom built
electronics. It reduces the trigger rate in 3 orders of magnitude, giving a response in less than
2.5µs It receives coarse data from the Calorimeter and muon subdetectors. The so-called High
Level Trigger (HLT) is software-based, it is composed by a Second Level Trigger (LVL2) and a
third level trigger called Event Filter (EF). LVL2 has access to the full detector granularity data
inside a Region of Interest (RoI) that has been defined by LVL1 and whose position is improved
using LVL2 data as soon as available. LVL2 uses algorithms specifically written for the trigger
to accomplish the hard speed limits required at this level. The EF has as well access to the full
detector granularity, it uses as a seed the RoI provided by LVL2, though it has potential access
to the full event reconstruction. EF uses offline reconstruction algorithms as much as possible
in the online trigger environment.

ATLAS trigger has been designed according to two basic concepts:

• Use of Regions of Interest (RoI). LVL1 identifies interesting trigger objects and provides its η
and φ coordinates. A finite detector volume is defined around these eta and phi coordinates,
this is the so-called Region of Interest (RoI). In the following steps of the trigger chain only
these subsamples of the subdetectors data are used. RoIs are used to speed up the trigger
process.

• Early rejection. Trigger signatures are evaluated after the execution of each algorithm, as
soon as the trigger requirements are not satisfied the processing of the trigger signature is
interrupted. If all the trigger signatures (that are being processed in parallel) have been
interrupted, the event is rejected immediately.
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These two basic concepts are discussed in more detail in the following references: [1] and [2]
In this paper we will first give a brief description on how the ATLAS trigger menus are

defined. Then there will be a separate section for each of the main trigger objects. The first
of these sections, devoted to the egamma object will be explained with some detail, this should
give a general idea for all the other trigger objects since the basic concepts are common to all
of them. In the remaining sections a brief description of the corresponding trigger slice will be
given together with a couple of examples of performance results.

B-physics slice is not covered in this paper since it is being covered in [3].

2. ATLAS Trigger Menu

The ATLAS trigger menus are built based in elemental trigger objects as: electrons, photons,
taus, muons, jets, b-tagged jets, B-physics objects, missing transverse energy (ET ), etc. Each of
these basic objects are defined using a chain of algorithms that are executed sequentially. The
algorithms are grouped in two big families (for details see Ref. [2]):

• Feature Extraction (FEX) Algorithms build objects as Calorimeter clusters, tracks, etc.
They do not reject any event.

• Hypothesis Algorithms perform the selection applying cuts on the objects built by the FEX.
The execution of a chain is stopped when a hypothesis algorithm is not satisfied, and the
event would be rejected unless it has successfully pass the selection in some other chain.

Such a chain of algorithms that defines a trigger object is called a “slice”. Typically there
is a FEX algorithm followed by a hypothesis algorithm. For a given slice the threshold values
used to define the cuts are programmable. A particular set of cuts define a “signature”, for
example, we have a signature named “e25i” this corresponds to an electron with a transverse
energy above 25 GeV that satisfies the isolation criteria at LVL1; another signature is named
“e15” this corresponds to an electron with a transverse energy above 15 GeV. For each of
the basic trigger objects mentioned above exist several different signatures corresponding to
different cut thresholds of the selection variables. Typically each signature corresponds to a
different threshold in the transverse energy.

Figure 1. Turn on curve for
the e25i signature of the electron
trigger.
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Figure 2. Example of e25i
signature optimization.

Trigger signatures are also formed requesting simultaneously several of the previous objects,
for example: (e15i & missing ET ), (e15i & tau25i), etc. Combining all these different signatures
a Trigger Menu is built according to the physics goals and the limitations imposed by the event
rates.
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3. Egamma Trigger Slice

The electron and photon trigger slices share the feature extraction (FEX) algorithms that built
the Calorimeter cluster and shower shape variables. Then for all the electron and photon
signatures the caching mechanism is used for the Calorimeter FEX algorithms, this mechanism
guarantees that a FEX algorithm is not executed more than once seeded by the same trigger
object, instead of executing it again it retrieves and copies the result from the first execution,
saving computation time, for detailed description on this mechanism see Ref. [2]. The main
difference among the electron and photon slices is that in the first one data from Inner Detector
is used to reconstruct tracks both at LVL2 and EF, and these tracks are matched in η, φ and
ET /pT with the Calorimeter clusters.
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Figure 3. Example of tau trigger
optimization at LVL2.
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Figure 4. Execution time for
LVL2 Calorimeter reconstruction in
the Tau trigger measured during
May Technical Run.

The electron and photon slices are composed by the following chain of algorithms:

• T2CaloEgamma: performs Calorimeter cluster reconstruction using full detector granularity
and computes shower shape variables that are used to discriminate electrons and photons
mainly from jets.

• L2PhotonFEX (only for photon slice): builds a LVL2 photon object.

• L2CaloHypo: performs LVL2 selection cuts using Calorimeter cluster and shower shape
variables.

• L2Tracking (only for electron slice): reconstructs LVL2 tracks using Inner Detector
information. Currently two alternative tracking algorithms are implemented, they are called
IDSCAN and SiTrack. The steps followed for track reconstruction in IDSCAN are:

(1) zFinder: Reconstruction of the z-position of the primary pp collision.
(2) hitFilter & groupCleaner: The main pattern recognition step.
(3) trackFitter: final track fit and removal of outliers.

The steps followed in SiTrack can be summarized as:

(1) Space point sorting.
(2) Track seeds formation.
(3) Primary vertex reconstruction.
(4) Track extension.

• L2ElectronFEX (only electrons): builds a LVL2 electron object performing a match among
all the available Calorimeter clusters and tracks.

• L2CaloIDHypo (only electrons): performs selection cuts on track-cluster matching variables.

• TrigCaloRec: reconstructs EF Calorimeter clusters, it wraps-up offline tools.
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• EF IDTrack (only for electrons): reconstructs EF tracks using Inner Detector (ID)
information. These algorithms are based on offline tools.

• EFTrackHypo (only for electrons): applies selection cuts on EF tracks.

• TrigEgammaRec: reconstructs egamma objects combining Calorimeter and Inner Detector
information. It allows the possibility to run bremsstrahlung corrections. It wraps offline
algorithms and the egamma object built is an offline object.

• TrigEFEgammaHypo: applies selection cuts on EF egamma objects. It uses Calorimeter
cluster energy and other shower shape variables, and, for the electron case, track variables
and cluster-track matching variables as well.

Trigger performance studies are carried out systematically. Typically the trigger efficiency
and trigger rate dependency on the threshold value chosen for a selection cut is studied for
each of the selection variables, as well as for η and φ positions. To estimate the trigger rates
di-jets samples are used. Trigger efficiency for signal is studied using several full MonteCarlo
(MC) simulations (including detailed realistic description of the detector using Geant 4), among
the more characteristic ones are: single electrons and single photons of a particular transverse
energy value (ex: 10 GeV, 20 GeV, 60 GeV, 100 GeV) and corresponding to an energy scan
from 7 GeV to 80 GeV, Z → e+e−, W → eν H → γγ with and without pile-up effects. Other
Standard Model, SUSY and exotic samples are studied, all these are compared to understand
and crosscheck the trigger efficiency.

For example in Figure 1 we can see the trigger efficiency turn on curve for the e25i signature
(electron with transverse energy higher than 25 GeV) as a function of the transverse energy of
the electron for the different trigger levels: LVL1, LVL2 cuts based on Calorimeter variables,
LVL2 cuts based on Calorimeter cluster and track matching and EF. This study corresponds to
a sample of single electrons with transverse energy between 7 GeV and 80 GeV.

The thresholds applied in the selection cuts are currently optimized using MC full simulation,
studying trigger efficiency for signal samples and trigger rates for background and signal samples.
This study consists on the variation of the threshold cut within a given range for all the variables
involved in the selection, and the computation of the corresponding trigger efficiencies and rates.
Such a study is shown in Figure 2 in which each of the dots in the plot represents a different
set of threshold values for the LVL2 Calorimeter selection variables (there are four selection
variables currently being used ET and shower shape variables including leakage in the hadronic
Calorimeter) we can read the corresponding trigger efficiency on the X axis, and the trigger
rate on the Y axis. From this plot it can be extracted the higher trigger efficiency that can
be obtained for a given rate or the lowest rate for a given trigger efficiency, in a separate file
are kept the cut thresholds that correspond to each of these points. This plot corresponds to a
signal sample of single electrons of 25 GeV transverse energy and a di-jet sample of more than
17GeV transverse energy.

4. Tau Trigger Slice

The tau trigger slice structure is very similar to the electron one. The FEX algorithms that
built the Calorimeter clusters and the Inner Detector tracks are mainly the same than for the
electron case though some of the reconstruction programmable parameters are different in both
cases (when this is the case, caching mechanism can not be used). The tau slice is formed by a
sequence of algorithms that perform the following functions:

• Build a LVL2 Calorimeter cluster and compute corresponding shower shape variables.

• Perform selection cuts on Calorimeter variables.

• Reconstruct a LVL2 Inner Detector track.

• Apply selection requirements on track parameters.
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Figure 5. Execution time for algo-
rithm building Calorimeter clusters
at EF measured during May Tech-
nical Run.

Figure 6. Energy scale resolution
for L2 jet algorithm.

• Reconstruct a LVL2 tau object.

• Apply selection, including cluster-track matching, to the LVL2 tau object.

• Reconstruct EF Calorimeter cluster.

• Reconstruct EF Inner Detector tracks.

• Build EF tau object.

• Apply selection cuts to EF tau object.

In Figure 4 we have an example on time performance for the algorithm that reconstructs the
LVL2 Calorimeter cluster. In Figure 3 the results for an optimization of the LVL2 Calorimeter
cuts (transverse energy and shower shape variables, in this case different from the egamma ones)
performed as explained in Section 3.

5. Jet Trigger Slice

The jet slice uses only Calorimeter information. The jet slice is integrated by the following
sequence of algorithms:

• T2CaloJet: retrieves Calorimeter cells in the trigger RoI, runs a fast cone algorithm for jet
reconstruction and calibrates the jet.

• L2JetHypo: applies a transverse energy selection cut.

• EFCaloJet: retrieves Calorimeter cells, builds Calorimeter towers and reconstructs jets
wrapping offline tools.

• EFJetHypo: applies a transverse energy selection cut.

A key point in the jet slice is the jet calibration. For example in Figure 6 the energy scale
resolution for LVL2 jet algorithm is shown. We can see the jet energy at LVL2 after calibration
compared to the true energy of the MC simulation as a function of the true MC energy for
different regions in η. A detailed description of the LVL2 jet trigger can be found in [4].

6. b-tagging

Currently there are two b-tagging trigger signatures implemented, one of them requires at least 3
jets being at least two of them tagged as b, and the other requires at least 4 jets being at least two
of them identified as b jets. Only tracking information is used at LVL2 and EF. For both LVL2
and EF selection is applied through likelihood based on impact parameter. The significance
of the longitudinal impact parameter is shown in Figure 7 for both signal and background. In
Figure 8 the rejection for u-jets versus b-tag trigger efficiency is presented.
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Figure 7. Significance of longitu-
dinal impact parameter for b-jets
and u-jets. Figure 8. Rejection factor for

background from u-jets versus b-
tagging trigger efficiency.

Figure 9. Transverse momentum
resolution at LVL2 for muons in the
barrel region.

Figure 10. Transverse momentum
resolution at LVL2 for muons in the
End Cap region.

7. Muon Trigger Slice

The muon trigger slice relies on the information coming from the Muon Spectrometer that is
complemented with the Inner Detector. The possibility of using Calorimeter information to
identified isolated muons is currently under study. The following FEX algorithms are part of
the muon trigger slice:

• muFast: LVL2 Muon Spectrometer stand alone track reconstruction.

• muComb: refines muon tracks combining them with the Inner Detector LVL2 information.

• muIso: Calorimeter isolation algorithm to reject muons from beauty and charm semileptonic
decays.

• TrigMoore: reconstructs EF muon objects wrapping offline tools. A Muon Spectometer
stand alone track reconstruction is performed, in a second step the track reconstruction is
improved using the Inner Detector information.

Each FEX algorithm is followed by a hypothesis algorithm applying a selection on the
corresponding track.

In Figure 9 and Figure 10 it can be observed the resolution of the inverse of the transverse
momentum as a function of the inverse of the transverse momentum for the Muon Spectrometer
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Figure 11. Execution time for
LVL2 muon algorithm measured
during May Technical Run.

Figure 12. Missing ET distribu-
tion.

Barrel and End-Cap regions. It can be seen the resolution for the Inner Detector stand alone
tracking reconstruction, for the Muon Spectrometer stand alone tracking reconstruction, that is
significantly worse, and for the Muon Spectrometer combined with Inner Detector (ID) tracking
reconstruction which recovers the stand alone ID resolution.

In Figure 11 there is an example of the time performance for LVL2 stand alone Muon
Spectrometer reconstruction.

8. Missing transverse energy

Missing ET is an special slice because the RoI concept does not apply to a global quantity.
To perform the missing ET computation data preparation is a major concern since the entire
Calorimeter needs to be accessed. At LVL2 all LVL2 reconstructed muons are subtracted from
the missing ET computed at LVL1. At EF the current algorithm loops over all cells in the
Electro Magnetic Calorimeter. Currently is under study a new algorithm that loops over the
Ex/Ey sums in the Front End Buffer header, this increases significantly the time performance
but the energy resolution is reduced. All the EF reconstructed muons are taken into account
for the missing ET determination, as well as a simple hadronic calibration.

The missing Ex resolution with respect to MonteCarlo truth variable is shown in Figure 12
as a function of the transverse energy for offline reconstruction, EF and LVL1.

9. Conclusions

The ATLAS High Level Trigger (HLT) event reconstruction is mature, it is on a good track
to have a successful startup. ATLAS HLT allows a sophisticated and fast event reconstruction
using full detector granularity. Anyhow continuous work is ongoing to improve performance and
to implement more and more complex menus.
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