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Recent progress in the study and understanding of the properties of interfaces between reactants in 
irreversible reaction systems, gained from Monte Carlo simulations, is reviewed and discussed. The 
displacement of unstable phases by stable ones causes the formation of interfaces. This mechanism 
is particularly relevant close to first-order irreversible phase transitions, where phase coexistence is 
observed. Different variants of the monomer-momomer and the monomer-dimer models exhibit such 
transitions, and they are therefore suitable for the study of interfacial properties. More specifically, 
due to stimulating experimental findings, the monomer-dimer model, which mimics the catalytic 
oxidation of carbon monoxide, has been the subject of extensive studies, which are discussed in 
detail.

I Introduction

The study of far-from-equilibrium systems has become 
one of the most challenging Helds of multidisciplinary 
research [1,2] . While nonequilibrium phenomena are 
ubiquitous in nature and play a crucial role in many 
areas of science and technology, they are far from being 
understood at a fundamental level, as their equilibrium 
counterparts are. This is partly due to their richness 
and complexity. Examples of far-from-equilibrium sys­
tems beyond those in physics and physical chemistry 
include markets [3], weather [4], collective behaviour of 
living organisms [5], earthquakes, and fault dynamics 
[6]; etc.

Within a physical chemistry context, the study of 
nonequilibrium surface chemical reactions has attracted 
growing attention, motivated by both technical appli­
cations and scientific interest. Examples of the former 
are: the large-scale fabrication of chemicals via hetero­
geneously catalyzed reactions; the treatment of auto­
motive exhaust, reducing environmental pollution; co­
ating, corrosion and passivation of surfaces; synthesis 
and refinement of hydrocarbons. Furthermore, scien­
tific interest in the study of these processes is due to 
the emergence of a rich and complex variety of physical 
chemistry phenomena including, e.g., chaos, bistability, 
critical phenomena and irreversible phase transitions, 
propagation and interference of chemical waves of ad­
sorbed reactants, and chemical oscillations.

Recent development of experimental techniques 
such as scanning tunneling microscopy (STM), low 
energy electron diffraction (LEED), high resolution 

electron energy loss spectroscopy (HREELS), ultravi­
olet photoelectric spectroscopy (UPS), and photoelec­
tron emission microscopy (PEEM) [7, 8], among others, 
allows scientists to gather detailed physical and chemi­
cal information about surfaces, adsorbates and reac­
tion products. Perhaps the most dramatic example of 
this progress is the recent STM-based measurement of 
reaction-rate parameters at a microscopic level for the 
catalytic oxidation of CO [9]. Remarkably, these para­
meters agree very well with those previously obtained 
by means of macroscopic measurements.

Also, surface reaction systems are certainly a cha­
llenging scientific field for the development and appli­
cation of analytical methods and theories, including re­
cent advances in the area of nonlinear dynamics [10]. 
Complementing these very well established experimen­
tal and analytical approaches, computer simulations 
have recently become a powerful tool for the study of a 
great variety of processes occurring in nature in gene­
ral [11, 12, 13], as well as surface chemical reactions in 
particular [14].

On the other hand, the study of growing interfaces 
under nonequilibrium conditions is one of the most ac­
tive areas in physics and physical chemistry [15]. In par­
ticular, the structure of an interface and the dynamics 
of roughening are issues of considerable interest. For 
heterogeneously-catalyzed reactions, an interface may 
exist between two reactant species. The characteristics 
of the interface may depend on the specific reaction sys­
tem. In some cases it may undergo large fluctuations 
during the reaction, and its perimeter may look quite 
rough (fractal like); occasionally the interface is essen­
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tially flat. Under these circumstances Monte Carlo si­
mulation has become a powerful tool for the study of 
reaction interfaces.

It should be mentioned that the propagation of con­
centration fronts, involving the interface between reac­
tants in far-from-equilibrium heterogeneous reactions, 
has recently been very well documented in various ex­
perimental systems (see [16, 17, 18, 19] and references 
therein). The observed spatio-temporal patterns also 
include trigger waves, rotating spirals and turbulence.

Within this context, the aim of this work is to of­
fer a critical overview of recent progress, mainly due to 
Monte Carlo simulations, in understanding the dyna­
mics of reactant interfaces in irreversible reaction sys­
tems. We will restrict ourselves to cases in which the 
catalyst is in contact with a reservoir which supplies the 
reacting species, and the rate of reaction at the surfaces 
is very high, since the formation of reactant interfaces 
in diffusion-limited reactions has been already reviewed 
[14].

II Brief Phenomenological and 
Theoretical Background

For a growing interface, there is a clear distinction bet­
ween the growth direction and that perpendicular to 
it. So it may not be surprising that scaling is diffe­
rent along these two directions. Therefore, an interface 
lacks of self-similarity but, instead, can be regarded as 
a self-affine object [20].

Based on general scaling arguments it can be shown 
that the stochastic evolution of a driven interface along 
a strip of width L is characterized by long-wavelength 
fluctuations (w(L,i)) which have the following time- 
and finite-size-behavior [15] :

w(L,F) oc LaF(t/Lz), (1)

where F(x) oc x13 for x 1 and F(x) 1 for x 1, 
with z = a/¡3, and where a and (3 are the roughness 
and growth exponents, respectively. Thus, for an infi­
nite system (L oo), one has w(t) oc t13, as / — oo. 
Note that w is also known as the interface width.

It is reasonable to expect that scaling behaviour 
should still be given correctly after coarse-graining and 
passing to the continuous limit. In fact, the dynamics 
of an interface between two phases, one of which is gro­
wing into the other, is believed to be correctly described 
by a simple nonlinear Langevin equation proposed by 
Kardar, Parisi and Zhang (KPZ) [15, 21] :

h = DV2A + (A/2)(VA)2 + /?(r,t) (2)

where h(r,t) is the height of the interface at location r 
and time t. The first term of the right hand side of Eq. 
(2) describes the relaxation of the interface by a surface 
tension D, while the second term is the lowest-order 

nonlinear term that can appear in the interface-growth 
equation, and accounts for the dependence of the grow 
rate on the local slope of the interface. In most theo­
retical studies the stochastic term r)(r, i) is assumed to 
be Gaussian and ¿-function correlated.

For a surface-reaction lattice-gas model, an inter­
face may exist between two reactant species. So, for a 
stochastic reactive interface propagation one may ex­
pect the exponents to assume KPZ values for a one­
dimensional interface, namely (3 = 1/3, a = 1/2 and 
z = 3/2. However, under actual reaction conditions 
the characteristics of the interface may depend on the 
specific reaction system.

Ill Interface Propagation in the 
Monomer-Dimer Reaction 
System

The lattice-gas version of the reaction ¿A + B2 —>• ¿AB, 
which mimics the oxidation of carbon monoxide (i.e., A 
is CO, B2 is O2 and AB is CO2), was proposed by Ziff 
et al. [22]. It is assumed that the reaction proceeds 
according to Langmuir-Hinshelwood mechanism:

A(g-) + S^A(a), (3)

B2(g) + ‘2S -^¿B(a), (4)

A(a) + B(a) AB(g) + ¿S, (5)

where S is an empty site on the surface, while (a) and 
(<7) refer to the adsorbed and gas phase, respectively.

The monomer-dimer (MD) model uses a square lat­
tice to represent the catalytic surface. The Monte Carlo 
algorithm for the simulation of the MD model is as fo­
llows : i) A or B2 molecules are selected randomly with 
relative probabilities Ya and Yg, respectively. These 
probabilities are the relative impingement rates of both 
species, which are proportional to their partial pressu­
res. Due to the normalization, Ya + Yg = 1, the model 
has a single parameter, i.e., Ya- If the selected species 
is A, a surface site is selected at random, and if that 
site is vacant, A is adsorbed on it [Eq.(3)]. Otherwise, 
if that site is occupied, the trial ends and a new mole­
cule is selected. If the selected species is (B2), a pair of 
nearest neighbor sites is selected at random and the mo­
lecule is adsorbed on them only if they are both vacant 
[Eq.(4)]. ii) After each adsorption event, the nearest 
neighbors of the added molecule are examined in order 
to account for the reaction given by Eq.(5). If more 
than one [B(a), A(a)] pair is identified, one is selected 
at random and removed from the surface (for more de­
tails on the MD and the simulation technique see, e.g., 
[2, 10, 14, 22, 23] ).
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The model is intrinsically irreversible and it is also 
assumed that both dissociation of the dimer and reac­
tion between a pair of adjacent species of different type 
are instantaneous. The MD model basically retains the 
adsorption-desorption selectivity rules of the Langmuir- 
Ilinshelwood mechanism. It lias no energy parameters, 
and the only independent parameter is Ya- Obviously, 
these crude assumptions imply that, for example, diffu­
sion of adsorbed species is neglected, desorption of the 
reactans is not considered, and lateral interactions are 
ignored. Efforts to overcome these shortcomings have 
led to numerous variants of the MD model, see, e.g., 
[14].

Figure 1. Plots of the rate of AB production (Rab) and the 
surface coverage with A (6Q) and B (#b) species versus Ya, 
for the AID model.

Interest in the MD model also arises due to its rich 
and complex irreversible critical behavior. In fact, in 
two dimensions and for the asymptotic regime (t —> oo), 
the system reaches a stationary state whose nature de­
pends solely on the parameter Ya- For Ya < 5 14 — 
0.3907 (Ya > Ym = 0.5250) the surface becomes irre­
versibly poisoned by B (A) species, while for Yi^ < Ya 
< YiA a steady state with sustained production of AB 
is observed. Fig. 1 shows plots of the rate of AB pro­
duction (Rab) and the surface coverages of A (0 a) and 
B (Ob) versus Y4. Just at Yi^ and I2/1 the MD model 
exhibits irreversible phase transitions (IPT’s) between 
the reactive regime and poisoned states, which are of 
second and first order, respectively. The second-order 
IPT belongs to the universality class of directed per­
colation and is very well understood [24, 25], Further­
more, as is shown in Fig. 1, when Y4 increases toward 
Yza the catalytic activity increases, but when Yqa is re­
ached large A clusters suddenly emerge and cover every 
lattice site. The transition occurs abruptly, with dis­
continuity of the coverages and activity, implying that 
this is a first-order IPT. However, just at Ya = Y?^, 
the two adsorbed phases (a B-rich phase, and a solid 

A-phase) coexist [22]. Based upon this observation Ziff 
et al. determined Y?a = 0.525 ± 0.001 [22], This figure 
was later improved using the constant-coverage ensem­
ble [26] which prevents the occurrence undesired effects 
due to long-lived mctastablc states and gives Y2A = 
0.52560 ± 0.00001 [26],

Figure 2. Qualitative phase diagram, close to a first-order 
irreversible phase transition. The sohd line shows the de­
pendence of the coverage of A-species (Ta) on the partial 
pressure (Ya). Just at the critical point Y.4 one has a dis­
continuity in 6a (dashed line) which indicates coexistence 
between a reactive state with no large A-clusters and an A- 
rich phase (likely a large A-cluster). The dotted line shows 
the metastability loop where Yas and Yas are the upper 
and lower spinodal points, respectively. Between Y2A and 
Yas the reactive state is unstable and is displaced by the 
A-ricli phase. On the contrary, between Y^s and Y2A the 
reactive state displaces the A-rich phase.

In order to investigate the properties of the interface 
between the A-poisoued state and the reactive regime, 
Brosilow et al. [27] simulated the MD model on the 
square lattice in a rectangular geometry of L x M sites. 
The left-most column of 4/ sites was initially occupied 
by B-atoms, the right-most Z/2 columns were initia­
lly occupied by A-species, and the remaining sites were 
initially vacant. In order to prevent A-poisoning, whe­
never a B-species was removed (through reaction) from 
the left-most column of the lattice, it was immediately 
replaced by another B-species. Running simulations for 
(Ya > Y2A), the imposed geometry causes the appea­
rance of an interface between the reactive state and an 
A-poisoncd state. The width of the reactive phase (£) 
is found to scale with Ya as i; = fc(Y< — Y2a)~A with 
v = 0.40 and k = 0.74.

Another scenario for the propagation of a reaction 
front requires the displacement of an unstable phase by 
a stable one, and the formation of an interface where 
most reaction events take place. This condition holds, 
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e.g., close to first-order IPTs, as is shown schematica­
lly in Fig. 2, where an explanation of the underlaying 
mechanism is also given. An interface formed during 
the coexistence between a reactive state with no large 
A-clust.ers and an A-rich phase characterized by a large 
A-cluster, can clearly be observed in the snapshot con­
figuration shown in Fig. 3.

Figure 3. Typical snapshot configuration showing the inter­
face between an A-rich phase (large cluster shown in black) 
and the reactive phase. Results obtained for the monomer­
dimer model using the constant-coverage ensemble with a 
lattice of side L = 512.

Monte Carlo simulations due to Moller et al. [28] 
demonstrated that a monomer-dimer model, which is 
intended to describe the catalytic oxidation of carbon 
monoxide and includes reactant-assisted surface recons­
truction, can support the propagation of trigger waves 
even if surface diffusion is not explicitly considered. Ho­
wever, after this early work, most simulationshave been 
performed within the framework of the MD model as 
proposed by Ziff et al. [22].

In fact, Evans and Ray [29] have studied the dis­
placement of the reaction interface for FA below the 
A-poisoning transition IAa- Within this regime one 
expects that the reactive state will displace the A- 
poisoned one (see e.g. Fig. 2), resulting in a propa­
gation velocity (Ip) normal to the interface. Studying 
this case, Evans et al. [29] proposed that Vp must vanish 
as (FA —► Fim), where both states become equistable, 
so one has

VpOi(YA-Y2A)~\ (6)

with 7 > 0. The limit of high diffusivity of the reactants 
can be well described by mean-field reaction-diffusion 
equations, which give 7 = 1 [29]. It is interesting to 

notice that if diffusion is restricted or even suppressed, 
simulations give values of 7 very close to unity, sug­
gesting that the exponent is independent of the surface 
diffusivity of the reactants [29]. In this case the propa­
gation of the reaction interface has also been described 
in terms of the KPZ framework (see Eq. (2)) and sca­
ling arguments [29]. From Monte Carlo simulations at 
the first-order IPT it is reported that ¡3 ~ 0.3, i.e., a 
figure close to the KPZ value (/3 = 1/3). However, it 
is expected that the operation of a weak stabilizing ef­
fect may play an important, role in the reaction system. 
This effect can be described by introducing correction 
terms of higher-order in Eq. (2) [29].

Very recently, Chavez et al. [30] studied the dy­
namics of front propagation in the catalytic oxidation 
of CO on Pt(100) by means of a cellular automaton 
simulation. It is found that the dynamic scaling expo­
nents of the interface are well described by Eq. (1) with 
a=l/2 and ¡3 = 1/3. It is also reported that in the 
absence of surface diffusion the interface dynamics can 
successfully be described using the KPZ equation (2).
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Figure 4. Typical snapshot configurations obtained during 
the displacement of the A-poisoned phase (right-hand side 
of the figures) by the reactive phase (left-hand side of the 
figures). Results obtained with channels of size L = 20 
and M = 100 and taking FA = 0.515. The snapshots are 
plotted for different times (measured in Monte Carlo Steps 
(MCS) ), from top to bottom: t = 25MCS, t = 100MCS, 
t = 4:00MCS and t = 900MCS, respectively.

Goodman et al. [31] studied the propagation of 
concentration waves in the MD surface reaction mo­
del. They found that the model supports trigger waves 
within the bistable regime of the process, i.e., close to 
the first-order irreversible phase transition, as already 
discussed in Fig. 2. Within that regime one has co­
existence of a stable state with a metastable one. At 
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the boundary between the two, the stable state will dis­
place the metastable one and the boundary will move, 
so this process leads to the propagation of concentra­
tion fronts (trigger waves). Goodman et al. [31] found 
that the velocity of the A-front depends on the diffusion 
rate D of A-species (diffusion of B is neglected), and the 
sticking probability of A-molecules (Ya). The velocity 
of the front vanishes when approaching the poisoning 
transition at Y2a(B) (note that the critical point now 
depends on D), according to Eq. (6), with 7 ~ 1, in 
agreement with the results of Evans et al. [29].

As suggested by the experimental work of Haas et 
al. [18], the propagation of reaction fronts on narrow 
channels has also been simulated [32], using the ZGB 
model on the square lattice with rectangular geometries 
of sides L x M (L <C -Al). Thus L is the width of the 
channel and M its length. Free boundary conditions 
were taken along the channel while the opposite ends 
are assumed to be in contact with A and B-sources, 
respectively. If A or B-species are removed from the 
ends of the channels (i.e., the ’’sources”), due to the 
reaction process, they are immediately replaced. The 
propagation of the B concentration profile was studied 
starting with a sample fully covered by A, except for 
the Erst and second columns, which are covered by B 
(the B-source), and left empty, respectively. The pro­
pagation of the A profile was followed using a similar 
procedure. Under these conditions one always has two 
competing interfaces along the channel. Fig. 4 shows a 
set of snapshot configurations, taken at different times, 
obtained using channels of size L = 20 and M = 100, 
corresponding to the propagation of the reactive phase 
(left side of the snapshots) into an otherwise fully A- 
poisoned phase (right side of the snapshots).

In order to develop a more quantitative description 
of the propagation, a number of definitions are needed. 
The concentration profiles of the reactants, 0a(®) and 
&b(x), are measured along the length of the channel x 
in the ^/-direction and averaged over each column of 
lattice sites of length L. Fig. 5 shows a set of con­
centration profiles obtained for the same times as the 
snapshots shown in Fig. 4. After determining smooth 
and well averaged profiles one can get insight into the 
propagation by measuring the moments of the profiles, 
which in subsequent steps can be used to determine the 
propagation velocity and the width of the profiles. In 
fact, the moments of nth order of the profiles can be 
evaluated according to [33]

„ E»n[6>(a; + 1) - 6>(.r)]
' E[^ + 1) - <?)] '

Using Eq. (7) the fluctuation in the position 
profile, i.e., its mean-square width, is given by

w2 = (< x2 > - < x >2),

and the velocity of propagation can be obtained from 
the first moment:

(7)

of the

(8)

d < x > 
dt (9)

where distances are measured in lattice units (LU) and 
time in MCts.

Figure 5. Concentration profiles obtained during the dis­
placement of the A-poisoned phase by the reactive phase. 
Lattice size L = 20, M = 100, Pa = 0.515. a) B-prohles, 
b) A-profiles. The profiles are plotted for different times : 
• t = 25, v t = 100, v t = 400 and □ t = 900.

Monte Carlo simulation results show that the front 
propagation velocity depends on Ya and the channel 
width L, as is shown, for example, in Fig. 6. This 
figure also shows that the displacement of A- and B- 
poisoned channels by the reactive regime stops at cer­
tain (¿-dependent) critical values, yj2(U) and yj1(T), 
respectively. By means of an extrapolation to the ther­
modynamic limit it is possible to identify these critical 
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values with the critical points of the MD model, na­
mely Y^-(L oo) = Yia and Y^2(L —>■ oo) = Yja, 
respectively. It is also found that close to Y^2, when 
the propagation of the B-prohle ceases, the speed of 
the A-prohle undergoes a sharp change. This behavior 
can be correlated with the first-order irreversible phase 
transition between the stationary reactive regime and 
the A-poisoned state observed in the MD model at Yza 
(see Fig. 1). So far, the main conclusions that can be 
extracted from Fig. (6) can be summarized as follows: 
a) there are two critical pressures, yj1(Z) and y^2(Z), 
which depend on the width of the channel, at which 
propagation of one profile or the other stops; b) wit­
hin these critical values, propagating A and B profiles 
coexist; c) B-prohles propagate faster than A-prohles. 
All these observations appear in qualitative agreement 
with the experimental results reported in Fig. 2(a) of 
the paper of Haas et al. [18]. However, the underlying 
physics is different: in the simulations the displacement 
of a poisoned phase by the invading reactive phase ta­
kes place within a range of pressures where the later 
is unstable, while the former is stable. In contrast, 
the experiment may show the propagation of coexis­
ting phases within a bistable regime [18]. As discussed 
above, the simulations also show a jump in the velocity 
of the A-front close to yj[2(Z). In the experiments, A 
fronts are not studied above Y^2, so the occurrence of 
the jump in actual conditions cannot be ruled out. The 
occurrence of such jump a may be a nice prediction of 
the (simple) MD model which, in principle, seems to 
be supported by the fact that the jump can effectively 
be correlated with the first-order poisoning transition; 
first-order transition-like behavior has already been ob­
served experimentally [34].

It is well known that lattice-gas modeling of surface 
reactions, in contrast to traditional mean-held treat­
ments, provides a realistic description of the fluctuati­
ons and correlations resulting from the adsorption and 
reaction processes. In a deterministic process described 
by a set of reaction-diffusion equations, the interface 
between coexisting phases may have a fixed width [31]. 
This width should be of the order of the size of the 
region near the propagating front. In contrast, in the 
lattice-gas description one has shot noise in the pres­
sure of the incoming reactants, and statistical fluctu­
ations, as extra sources of broadening, which leads to 
wandering of the front [31]. Fig. 7 shows the depen­
dence of the reaction interface width (see Eq. (8)) as a 
function of time, obtained for channels of fixed width 
and at various pressures, when the A-poisoned phase 
is displaced by the reactive phase. Two different regi­
mes can clearly be observed. For low A-pressures, well 
inside the reactive state, the fluctuations diverge and

the poisoned state will ultimately be completely dis­
placed. For high enough A-pressures, well inside the 
A-poisoned state, the fluctuations saturate, i.e., the re­
active state can not displace the stable poisoned state, 
and the interface remains bounded. The crossover bet­
ween these two regimes is observed just at the critical 
pressure yj2(Z), where a log-log plot of w2L vs t gi­
ves a straight line. Based on general dynamic scaling 
arguments similar to those used to describe interface 
fluctuations in thin-Hlm growth (see Eq. (1)), it can be 
expected that the stochastic evolution of a driven inter­
face along a strip of width L may be characterized by 
long-wavelength fluctuations (w2L(t, AY a}) which have 
the following time- and pressure-dependence [32] :

0.15

0.00

-0.05

-0.10

< -0.15
>

-0.20

0.10

CQ
0.05

Figure 6. Plots of the propagation velocities of B- and A- 
profiles vs Ya obtained for channels of width a) L = 3 and 
b) L = 10. The lines shown the critical pressures at which 
propagation stops.
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Figure 7. Log-log plots of w2 versus t measured at different 
pressures and for channels of different width. Data obtained 
during the displacement of a T-poisoned phase by a reac­
tive phase, a) L — 5, from top to bottom the pressures are: 
0.4819, 0.4845, 0.4852, 0.4859 and 0.4872; b) I, = 30, Irom 
top to bottom the pressures are: 0.5192, 0.5202, 0.5211, 
0.5215 and 0.5238; and c) L — 5, lrom top to bottom the 
pressures are: 0.4852, 0.4872, 0.4898, 0.5000 and 0.5349.

wi(t,AyA)o<ZF[t(AyAy'], (io) 

where A1A = Ya — Y^2(L), with F(x} = constant for 
x —»■ 0 (i.e.-Ay^ —»• 0) and F(x) —>■ x~@ for x — az 
(i.e., AYa > 0 and t —>■ oo). Thus, just at the criti­
cal pressure the fluctuations are given by w/(Z) oc tF 

as t -a oo; while away from criticality, the fluctuati­
ons may diverge according to w^(AYa) oc AF’y5, with 
ô = — tyf". Notice that ¡3 = /F/2, where ¡3 has been 
defined in Eq. ( 1). It, is found that for narrow channels 
¡3* depends on L, but increasing the channel width one 
has /?* —>■ 1 for L -a oo, that is ¡3 -a 1/2, pointing out 
that the noise should dominate the nonlinear and sur­
face tension terms in the KPZ equation. It is also found 
that <5 is sensitively dependent on the channel width L, 
with 6 —>■ 3/2 for L — oc [32],

Tf the time and pressure dependences of wf(t, AYa) 
are well described by Eq. (10), one may expect a data 
collapse in the log-log plots of w2t~-'3 versus t(Ay/t)’?. 
The excellent quality of the collapse (see Fig. (8) for 
L = 5 and L = 20) strongly suggests the validity of 
the scaling hypothesis involved in the derivation of Eq. 
(10). Furthermore, all these results demonstrate that 
the standard dynamic formalism developed for the des­
cription of a rough interface [15] is suitable for the 
rationalization of the interface behaviour in far-from- 
equilibrium reactive systems.

io-3 io 2 IO”1 io° io1
, . a
‘(APa)

Figure 8. Scaling plots of w2t~'3 versus ¿(APa)01 obtained 
lor channels of different widths and at different pressures, 
a) L = 5 and b) L = 20.
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A different variant of the monomer-dimer model, 
namely the reaction AB + C' —>■ 1/2 A2 + CB, was 
proposed by Yaldram and Khan (YK) [35]. This ir­
reversible reaction model mimics the reaction between 
NO and CO over a single-crystal catalyst, i.e., AB is 
NO, C is CO, A2 is N2, and CB is CO?- According 
to the Langmuir-Hinshelwood mechanism, the reaction 
steps are :

AB(i/)+25'^A(a) + B(a), (11)

C(<7) + S^C(a), (12)

C(o) +B(o) ^CB(g) + 2S, (13)

2A(a)^A2(i/) + 25', (14)

where S again represents an empty site on the surface, 
and (a) and (</) refer to the adsorbed and gas phase, 
respectively.

Simulations due to Yaldran et al. [35] showed that, 
in contrast to the MD model already discussed, the YK 
model has no reactive state on the square lattice. A 
proof of this finding was later given by Brosilow and 
Ziff [36]. However, increasing the coordination number 
of the lattice, it was found that the YK model on the 
hexagonal lattice has a finite reaction window, capable 
of sustaining a reactive stationary state [35]. On the 
other hand, Meng et al. [37] have shown that adding a 
new reaction channel, in order to decrease the possibi­
lity of poisoning one may enhance the reactivity of the 
system and consequently modify the nature of the poi­
soning transition. In fact, for simulations on the square 
lattice, the addition of the side-reaction channel

C(a) + A(a) CA(g) + 2S, (15)

causes the opening of a reaction window with a conti­
nuous IPT close to Yic — 0.262 and a first order IPT 
close to Y2C — 0.501. This behavior is reminiscent to 
the MD model discussed above.

Very recently Tamaro et al. [38] studied the reactive 
removal of unstable mixed CO + NO adlayers using a 
lattice gas model. Due to the presence of pre-adsorbed 
species, the steps given by equations (11) and (12) are 
not considered. Furthermore, in order to account for 
the diffusion of the reactants, the hopping of all spe­
cies (except for O-atoms, whose mobility is negligible) 
is considered. An interesting contribution of this work, 
which may also be generalized to other systems invol­
ving mixed species, is the development of an elaborate 
treatment for the chemical diffusion of mixed adlayers 
reflecting the interference of the adsorbed species on the 
surface due to co-adsorption. Simulations are started 
with the surface fully covered by an (AB + C*)-adlayer, 
which constitutes an unstable state, in the sense that 
vacating a single site may produce the dissociation of

AB and its reaction with C, and the subsequent crea­
tion of more vacancies, triggering an autocatalytic reac­
tion. Subsequently, a very small number of adspecies is 
desorbed and the reactive removal of the mixed adlayer 
is followed. Due to the high mobility of most adsorbed 
species, initially an exponential increase in the number 
of highly dispersed vacancies is observed. This is follo­
wed by a transition to a reaction interface propagation 
regime of adlayer removal. In this stage a chemical wave 
develops that propagates into the (AB + C*)-covered 
(unstable) part of the surface.

IV Brief Oveview of Inter­
face Propagation Studies in 
the Monomer-Monomer Re­
action System

The monomer-monomer (MM) model assumes the fo­
llowing Langmuir-Hinshelwood reaction scheme :

A(g) + S^A(a), (16)

B(g) + S^B(a), (17)

A(a) + B(a) AB(g) + 2S, (18)

where S is an empty site on the surface, while (a) and 
(g) refer, as above, to the adsorbed and gas phases, res­
pectively. The Monte Carlo algorithm is similar to that 
for MD model, but since now both species are mono­
mers, adsorption attempts on empty sites are always 
successful. The impingement rate of A and B-species 
is Ya and Yg, respectively. So, taking Ya + Yg = 1, 
the MM process has a single parameter, namely Ya (for 
more details see [22, 39]).

The phase diagram of the MM model is quite simple: 
for Ya < Yia = 1/2 (Ya > Xla) the catalyst becomes 
poisoned by A (B)-species, respectively. So, one has 
a first-order IPT where Yia = 1/2 is a trivial critical 
point given by the stoichiometry of the reaction. In 
contrast to the MD model, now the reaction window 
has zero-width. It becomes clear that the dimer de­
position mechanism, which requires two adjacent sites 
for adsorption, causes the occurrence of a finite-width 
reaction window in the MD model.

The properties of the interface between an A-rich 
and a B-rich patch in the monomer-monomer (MM) 
model, as described by equations (16-18), has been stu­
died by Kang and Weinberg [33]. The MM model is 
simulated on the square lattice. Initially, the left half 
of the lattice is completely filled with particles of species 
A and the right half is completely filled with particles 
of species B. Two columns of sites between the A and 
B domains are left vacant in order to allow adsorption. 
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Monte Carlo simulations are performed applying peri­
odic boundary conditions in the vertical direction and 
using sufficiently wide lattices so that the reactive zone 
does not reach the horizontal edges. A and B-species 
are selected with equal probability, i.e., just at the cri­
tical point of the MM model. In is found that fluctuati­
ons in the particle density resulting from the formation 
of clusters in the reactive zone play a significant role 
in the interfacial roughening. Overhangs, holes, fingers 
and clusters are observed. A more quantitative unders­
tanding can be obtained by measuring the roughness of 
the interfacial region between reacting species. Kang 
et al. [33] use two different measures. In the first one 
the roughness is obtained considering the distribution 
of sites forming the external perimeter of each of the A 
and B domains. This measure Wh, known as the diffu­
sion hull, was introduced to study the diffusion frontier 
of an interface [40] and it can be obtained using equa­
tion (8). For the second measure, the roughness wa 
considers the external perimeter of the A domain. The 
interface possition xa for each row of sites is defined as 
the minimum value of x among all the external peri­
meter sites in that row. Then wa can also be obtained 
using equation (8) replacing x by xa and taking avera­
ges over all the rows of the lattice. A similar definition 
of wg holds for the interface of B domains, and since 
both domains are equivalent an average between wa 
and wg is taken, giveng wr, i.e., the average roughness 
of the surface of the domains. The quantity xa — xg 
for each row of sites is a measure of the width of the 
reactive zone for that row, so the average width of the 
reactive zone wm can be evaluated. It is found that the 
interface roughness scales as w ~ t13, where the expo­
nent (3 is equal to 1/2 for Wh , wr and wm. Although 
all measures scale with the same exponents one always 
has wm > Wh > wr.

These results can be compared with previous studies 
of Gouyet et al. [40] for a pure diffusive (nonreactive) 
system. In this case wm also scales with (3 = 1/2, but 
Wh scales with (3 Ki 0.286, implying that, in the long 
time limit, the diffusion hull is smooth on the length 
scale of wm. In contrast, for the reaction system the 
roughness of the external perimeter grows as fast as 
the width of the reactive zone (/? = 1/2 for both me­
asures), so the fingers of the A and B domains have 
the same length scale as the width of the reactive zone. 
The difference between the diffusion system and the re­
action system arises from particle-particle correlations 
introduced by the reaction mechanism, i.e., it is more 
likely to find an AA or a BB nearest-neighbor pair in 
the reaction system than in the diffusion system [33]. 
Introducing nearest-neighbor repulsive interactions in 
the reaction system, the interface becomes smoother 
and large clusters are found to be absent within the 
zone of vacant sites [33].

The interface properties of another variant of the 
MM model, proposed earlier by Ziff et al. [41], has 

also been studied by Kang et al. [42, 43]. In this MM 
model reaction also occurs between nearest neighbor 
AB pairs, but adsorption takes place immediately at 
any site vacated by the reacting particles, with equal 
probabilities for A and B. As the reaction proceeds, 
the originally flat interface between A and B domains 
becomes rough. Clusters of one species will be formed 
in the domain of the other species. It is found that the 
interface width wr scales with (3 = 1/2 as in the purely 
diffusive system [40], however the roughness of the ex­
ternal perimeter Wh scales with (3 Ki 0.455, i.e., a larger 
value than that expected for a pure diffusive system. 
So, within error bars the exponents of the roughness 
are the same for both variants of the MM model, sug­
gesting that the behavior of the interface should be 
independent of whether the reaction rate is infinitely 
higher than the adsorption rate or vice versa. Simu­
lation results also shown that the fractal dimension of 
the external perimeter of the reaction front is equal to 
that of external perimeter of the diffusion front, given 
by Df Ki 1.33 ± 0.01 [42], which is different than the 
fractal dimension of the hull, ¡h =7/4 [40].

V Conclusions

Recent progress in the understanding of interface pro­
pagation in surface reaction models has been reviewed 
and discussed. Particular attention is addressed to the 
monomer-dimer and monomer-monomer models. Ho­
wever, all of the concepts and ideas developed here are 
expected to hold in more general models exhibiting dis­
continuous transitions into absorbing states. In fact, 
the existence of coexisting phases close to first-order 
transitions provides the natural mechanism for the dis­
placement of phases, with the consequent formation of 
interfaces.

All the results reviewed here support the idea that 
standard dynamic scaling formalism developed for the 
description of rough interfaces (Eq. (1)), and the sto­
chastic Langevin equation due to Kardar, Parisi and 
Zhang (Eq. (2)), are suitable for the rationalization 
of interfacial behavior in far-from-equilibrium reactive 
systems such as the MD and the MM models.

However, much work remains to be done in order to 
clarify the role of high surface mobility of the reactants 
in the behavior of reaction interfaces. Furthermore, the 
interplay between interface propagation and nucleation 
phenomena is a topic which merits further study. As 
recently proposed [44], more elaborate models for the 
MD reaction are capable of reproducing the propaga­
tion of chemical waves, rotating spirals, and turbulence. 
The characterization of the interfaces in such processes 
is of great interest, and will certainly contribute to the 
understanding of the dynamics of front propagation in 
reaction systems.
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