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#### Abstract

We show that a special entropic quantifier, called the statistical complexity, becomes maximal at the transition between super-Poisson and sub-Poisson regimes. This acquires important connotations given the fact that these regimes are usually associated with, respectively, classical and quantum processes.
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## 1. Introduction

This work deals with aspects of the transition between classical and quantum regimes, a subject of much current interest. This is done in terms of an entropic quantifier called the statistical complexity and the methodology employed is the examination of energy fluctuations, that are shown to play a pivotal role in the concomitant considerations. Indeed, our main quantifier (a complexity measure) becomes expressed solely in fluctuations' terms. We begin by introducing below the main ingredients of our developments.

### 1.1. Statistical Complexity

A statistical complexity measure (SCM) is a functional that characterizes any given probability distribution $P$. It quantifies not only randomness but also the presence of correlational structures, being represented by an appropriate functional $C[P]$. Among a panoply of references, see for instance, [1-4].

It has been acknowledged for a long time that simply accounting for information (as the Shannon or Fisher information measures do), does not fully grasp the notion of complexity, since a perfect chaos maximizes information but it is actually not much more complex than perfect order. As Crutchfield noted in 1994, Physics does have the tools for detecting and measuring complete order-equilibria and fixed point or periodic behavior-and ideal randomness-via temperature and thermodynamic entropy or, in dynamical contexts, via the Shannon entropy rate and Kolmogorov complexity. What is still needed, though, is a definition of structure and way to detect and to measure it [5]. Seth Lloyd counted as many as 40 ways to define complexity, none of them being completely satisfactory. A major breakthrough came from the definition proposed by Lopez-Ruiz, Mancini and Calbet (LMC) [1]. Although not exempt from minor problems [6], LMC's complexity clearly separated and quantified the contributions of entropy and structure. The main feature of a statistical complexity measures is that it should be minimal both for complete randomness and for perfect order.

### 1.2. Classical Limit of Quantum Mechanics

The classical limit of quantum mechanics is a subject that continues attracting much attention, and can be regarded as one of the multiple frontiers of physics' research. Certainly, it is the source of much exciting discussion (see, for instance, $[7,8]$ and references therein).

One interesting case is that of a semiclassical model for which one clearly distinguishes $[9,10]$ three zones, namely,
quantum - semiclassical - classical.

One deals here with a special bipartite system that represents the zero-th mode contribution of a strong external field to the production of charged meson pairs [11-13]. It is well known that, for this model, the classic to quantum route traverses high complexity intermediate regions (of the appropriate phase space in which "the action" takes place) where chaos reigns, interrupted often by quasi-periodic windows (See Kowalski et al. [9,10].)

### 1.3. Motivation and Goals

The motivation of the present endeavor is the fact that plenty of evidence indicates that the statistical complexity is maximal in the transition region between classical and quantum regimes [14,15]. Here we reconfirm such results for a much simpler Hamiltonian than the one of [14,15], that of the Harmonic Oscillator (HO). This is a really important system and HO insights usually have a wide impact. Thus, the HO constitutes much more than a mere simple example. Nowadays, it is of particular interest for the dynamics of bosonic or fermionic atoms contained in magnetic traps [16-18] as well as for any system that exhibits an equidistant level spacing in the vicinity of the ground state, like nuclei or Luttinger liquids. This article is organized as follows:

- We begin our considerations in Section 2 by computing the Fano factor for a general Gaussian distribution of width $1 / \delta$ and linking $\delta$ to several phase space's information-quantifiers.
- In Section 3 we apply the above considerations to physical examples.
- Finally, some conclusions are drawn in Section 4.


## 2. Entropic Quantifiers For Gaussian Distributions in Phase Space

As befits a classical-quantum transition's description, we are going to employ the Wigner phase space representation of quantum mechanics, as explained in detail, for example, in [19]. The HO Hamiltonian reads in this case

$$
\begin{equation*}
H_{0}=\hbar \omega|\alpha|^{2} \tag{2}
\end{equation*}
$$

where $\alpha$ refers to the standard coherent states $|\alpha\rangle$ of the harmonic oscillator. These are eigenstates of the annihilation operator $\hat{a}$, with complex eigenvalues $\alpha$, satisfying $\hat{a}|\alpha\rangle=\alpha|\alpha\rangle$. They are denoted in Dirac notation as [20]

$$
\begin{equation*}
|\alpha\rangle=e^{-|\alpha|^{2} / 2} \sum_{n=0}^{\infty} \frac{\alpha^{n}}{\sqrt{n!}}|n\rangle \tag{3}
\end{equation*}
$$

where $|n\rangle$ are a complete orthonormal set of eigenstates of the HO quantum Hamiltonian $\hat{H}=\hbar \omega\left(\hat{a}^{\dagger} \hat{a}+\right.$ $1 / 2)$, whose spectrum is $E_{n}=(n+1 / 2) \hbar \omega, n=0,1, \ldots$

A coherent state $|\alpha\rangle$ is a specific kind of quantum state, the one that most resembles a classical state. The states $|\alpha\rangle$ are normalized, i.e., $\langle\alpha \mid \alpha\rangle=1$, and they provide us with a resolution of the identity operator

$$
\begin{equation*}
\int \frac{\mathrm{d}^{2} \alpha}{\pi}|\alpha\rangle\langle\alpha|=1 \tag{4}
\end{equation*}
$$

which is a completeness relation for the coherent states [20], with $\mathrm{d}^{2} \alpha / \pi=\mathrm{d} x \mathrm{~d} p / 2 \pi \hbar$. Note we have added $1 / \pi$ for normalization's sake.

In order to visualize the coherent states one introduces a pair of Hermitian operators $\hat{x}$ and $\hat{p}$ to represent, respectively, the coordinate of the oscillator and its momentum [20]. These operators satisfy the canonical commutation relations $[\hat{x}, \hat{p}]=i \hbar$. Then, one has

$$
\begin{align*}
\hat{x} & =(\hbar / 2 \omega)^{1 / 2}\left(\hat{a}^{\dagger}+\hat{a}\right)  \tag{5}\\
\hat{p} & =i(\hbar \omega / 2)^{1 / 2}\left(\hat{a}^{\dagger}-\hat{a}\right) . \tag{6}
\end{align*}
$$

### 2.1. Energy Fluctuations

Let us now introduce a gaussian distribution of variance $1 / \delta$, that in phase space acquires the form

$$
\begin{equation*}
f(\alpha)=\delta e^{-\delta|\alpha|^{2}} \tag{7}
\end{equation*}
$$

where $f(\alpha)$ is normalized according to

$$
\begin{equation*}
\int \frac{\mathrm{d}^{2} \alpha}{\pi} f(\alpha)=1 \tag{8}
\end{equation*}
$$

Many important physical situations are characterized by this type of distributions, as discussed below. Now, not any $\delta$-value will yield a quantum Gaussian distribution. This is so because, if $\hat{\rho}$ is the density operator, then we have the constraint $\operatorname{Tr} \hat{\rho}^{2} \leq \operatorname{Tr} \hat{\rho}$. This translates into

$$
\begin{equation*}
\int \frac{\mathrm{d}^{2} \alpha}{\pi} f^{2}(\alpha) \leq \int \frac{\mathrm{d}^{2} \alpha}{\pi} f(\alpha) \tag{9}
\end{equation*}
$$

and one immediately finds that, for this to be true one needs

$$
\begin{equation*}
\delta \leq 2 \tag{10}
\end{equation*}
$$

Accordingly, the distribution $f$ 's width $(1 / \delta)$ cannot be too small without entering into conflict with the uncertainty principle, here referred to location in phase space. The energy fluctuations are given by the root mean square deviation of the Hamiltonian $H_{0}$ from its average $\left\langle H_{0}\right\rangle$, so that

$$
\begin{equation*}
\left(\Delta H_{0}\right)^{2}=\left\langle H_{0}^{2}\right\rangle-\left\langle H_{0}\right\rangle^{2}=\frac{\hbar^{2} \omega^{2}}{\delta^{2}} \tag{11}
\end{equation*}
$$

where the statistical expectation value of $|\alpha|^{s}$ in phase space are computed as follows

$$
\begin{equation*}
\left.\left.\langle | \alpha\right|^{s}\right\rangle=\int \frac{\mathrm{d}^{2} \alpha}{\pi}|\alpha|^{s} f(\alpha)=2 \int_{0}^{\infty} \mathrm{d} \alpha|\alpha|^{s+1} f(\alpha) \tag{12}
\end{equation*}
$$

with $s=2,4$ and $f(\alpha)$ is considered a statistical weight function. Thus, it is clear that

$$
\begin{equation*}
\frac{\left(\Delta H_{0}\right)^{2}}{\hbar \omega\left\langle H_{0}\right\rangle}=\frac{\left.\left.\left.\langle | \alpha\right|^{4}\right\rangle-\left.\langle | \alpha\right|^{2}\right\rangle^{2}}{\left.\left.\langle | \alpha\right|^{2}\right\rangle}=\frac{1}{\delta} . \tag{13}
\end{equation*}
$$

The coefficient of dispersion of the probability distribution $f(\alpha)$ is defined as

$$
\begin{equation*}
\mathcal{F}=\frac{\Delta x^{2}}{\langle x\rangle} \tag{14}
\end{equation*}
$$

being usually known as the Fano factor [21]. Consider $x=|\alpha|^{2}$. In this case we have

$$
\begin{equation*}
\mathcal{F}=\frac{\left.\left.\left.\langle | \alpha\right|^{4}\right\rangle-\left.\langle | \alpha\right|^{2}\right\rangle^{2}}{\left.\left.\langle | \alpha\right|^{2}\right\rangle} \tag{15}
\end{equation*}
$$

and the Fano factor becomes

$$
\begin{equation*}
\mathcal{F}=\frac{1}{\delta} \tag{16}
\end{equation*}
$$

which is, for a Gaussian distribution, a universal relation linking the Fano factor to the distribution's width.

### 2.2. Entropic Quantifiers

A very important information-quantifier is the so called Fisher's information measure (FIM) [22,23]. Its phase space representation is [24]

$$
\begin{equation*}
I=\frac{1}{4} \int \frac{\mathrm{~d}^{2} \alpha}{\pi} f(\alpha)\left(\frac{\partial \ln f(\alpha)}{\partial|\alpha|}\right)^{2} \tag{17}
\end{equation*}
$$

For some applications and details of this measure see, amongst many possibilities [22,23,25]. From Equation (7) and integrating over phase space, the Fisher measure acquires the form

$$
\begin{equation*}
I=\delta, \tag{18}
\end{equation*}
$$

and we appreciate the fact that $I$ is inversely proportional to the width of the distribution, ranging within the interval $[0,2]$.

The statistical complexity $C$ à la LMC is a suitable product of two quantifiers, such that $C$ becomes minimal at the extreme situations of perfect order or total randomness. We will take one of the quantifiers to be Fisher's measure and the other an entropic form, since it is well known that the two behave in opposite manner [22]. A possibility is to consider the Manfredi-Feix entropy [26], derived from the phase space Tsallis ( $q=2$ ) entropy [27]. In quantum information this form is referred to as the linear entropy [28]. It reads

$$
\begin{equation*}
S_{2}=1-\int \frac{\mathrm{d}^{2} \alpha}{\pi} f^{2}(\alpha) \tag{19}
\end{equation*}
$$

Accordingly, we have

$$
\begin{equation*}
S_{2}=1-\frac{\delta}{2} ; \quad 0 \leq S_{2} \leq 1 \tag{20}
\end{equation*}
$$

and the ensuing complexity becomes

$$
\begin{equation*}
C_{2}=S_{2} I=I\left(1-\frac{I}{2}\right)=\delta\left(1-\frac{\delta}{2}\right), \tag{21}
\end{equation*}
$$

vanishing both for $\delta=0$ and for $\delta=2$, the extreme values of the $\delta$-range. It is easy to see that the derivative of $C_{2}$ with respect to $\delta$ vanishes at $\delta=1$. Consideration of the second derivative allows one to ascertain that we have a maximum there. The physical meaning of this maximum will be ascertained below, in discussing sub- and super-Poissonian regimes. The change between them takes place at $\delta=1$.

Alternatively, the logarithmic Shannon's information measure (entropy) is expressed in phase space as

$$
\begin{equation*}
S=-\int \frac{\mathrm{d}^{2} \alpha}{\pi} f(\alpha) \ln f(\alpha) \tag{22}
\end{equation*}
$$

that reduces to

$$
\begin{equation*}
S=1-\ln \delta ; \quad 0 \leq S \leq \infty \tag{23}
\end{equation*}
$$

One possible form for the statistical complexity, minimal for perfect order or total randomness, acquires the appearance

$$
\begin{equation*}
C=S I, \tag{24}
\end{equation*}
$$

with

$$
\begin{equation*}
C=I \ln \left(\frac{e}{I}\right)=\delta \ln \left(\frac{e}{\delta}\right) . \tag{25}
\end{equation*}
$$

It is easy to verify that $C$ vanishes both for $\delta=0$ and for $\delta=e$. This last value lies outside our physical zone, and thus cannot be considered. In any case, within the physical range $C$ is, on the right-hand side of $(1 / \delta)=1$, relatively minimal at $\delta=2$. One easily ascertains that the complexity-maximum is to be found, again, at $\delta=1$, for our two entropic quantifiers. In Figure 1 the statistical complexity is plotted
in terms of the inverse variance $\delta$. We insist on the fact that our two complexities are maximal at $\delta=1$. Also, from Equations (16) and (18) we get

$$
\begin{equation*}
\mathcal{F}=\frac{1}{I}, \tag{26}
\end{equation*}
$$

and, therefore, we can rewrite the complexities $C_{2}$ and $C$ in terms of the Fano factor $\mathcal{F}$ as follows

$$
\begin{equation*}
C_{2}=\frac{2 \mathcal{F}-1}{2 \mathcal{F}^{2}} \tag{27}
\end{equation*}
$$

and

$$
\begin{equation*}
C=\frac{1}{\mathcal{F}}[1+\ln (\mathcal{F})] . \tag{28}
\end{equation*}
$$

The complexity-maximum is obtained from $\mathrm{d}_{2} / \mathcal{F}=0$, and $\mathrm{d} C / \mathrm{d} \mathcal{F}=0$, that implies $\mathcal{F}=1$ entailing $C=1$, and $C_{2}=1 / 2$. One appreciates the fact that the statistical complexity can be expressed solely in fluctuation terms.

The expressions of the complexities $C$ and $C_{2}$ are plotted in Figure 1.
Figure 1. (a) Complexities $C$ and $C_{2}$ as a function of $\delta$. (b) Complexities $C$ and $C_{2}$ in terms of the Fano factor $\mathcal{F}$.


### 2.3. Interpreting Relative Energy Fluctuations

If one constructs a Poisson distribution in the variable $|\alpha|^{2}$, one immediately realizes that the associated Fano factor becomes unity $[29,30]$. Thus, for a Poisson process the variance in the count equals the mean count. For instance, in optics one has that

- for $\mathcal{F}<1$, emitted light is referred to as sub-Poissonian since it has photo-count noise smaller than that of coherent (ideal laser) light with the same intensity ( $\mathcal{F}=1$ ), and speaks of non-classical light, whereas
- for $\mathcal{F}>1$, the light is called super-Poissonian, exhibiting photo-count noise higher than the coherent-light noise.
- Accordingly, the Fano factor may be regarded as a non-classicality indicator, with $\mathcal{F}<1$ only in a quantum regime. One speaks of nonclassical light, i.e., light that cannot be described using classical electromagnetism; its characteristics being described by the quantized electromagnetic field and quantum mechanics [31]. Nonclassical light has nonclassical noise properties called quantum noise [32].

Thus, we realize here that the statistical complexity, as stated in the previous Section, attains a maximum at $\delta=1$, that is, just at the frontier between the classical super- and quantum sub-Poissonian regions. Such maximum becomes then a signature of the classical-quantum transition, the main result of the present work. Note that the result is robust in the sense that it is valid for two different entropic quantifiers. Importantly enough, the result is analytic and thus not open to numerical discussions.

## 3. Physical Examples of Gaussian Distributions

### 3.1. Thermal States

We focus attention now on the field emitted by a source in thermal equilibrium at temperature $T$ (thermal state) [29,30] and have

$$
\begin{equation*}
\hat{\rho}=\frac{\exp \left(-\hat{H} / k_{B} T\right)}{\operatorname{Tr}\left[\exp \left(-\hat{H} / k_{B} T\right)\right]}, \tag{29}
\end{equation*}
$$

where $k_{B}$ is the Boltzmann constant. Then, for the HO quantum Hamiltonian $\hat{H}$ one obtains [33]

$$
\begin{equation*}
\hat{\rho}=\left(1-e^{-\beta \hbar \omega}\right) e^{-\beta \hbar \omega \hat{a}^{\dagger} \hat{a}}, \tag{30}
\end{equation*}
$$

with $\beta=1 / k_{B} T$. Three important Gaussian distributions can be used in this context, as discussed below.

## 3.2. $P$-States

The most general density operator is just a superposition of the projection operators $|\alpha\rangle\langle\alpha|$, known as the $P$-representation (normally ordered field operators), whose form is [29,33]

$$
\begin{equation*}
\hat{\rho}=\int \frac{\mathrm{d}^{2} \alpha}{\pi} P\left(\alpha, \alpha^{*}\right)|\alpha\rangle\langle\alpha|, \tag{31}
\end{equation*}
$$

where the function $P\left(\alpha, \alpha^{*}\right)$ plays a role analogous to a probability density for the distribution of values of $\alpha$ over the complex plane. In general, $P\left(\alpha, \alpha^{*}\right)$ is a generalized function (Schwartz distribution). We speak of the P-representation or of the coherent state representation [33]. $P\left(\alpha, \alpha^{*}\right)$ forms the connection between the classical and quantum coherence theory. $P$ can be regarded as well as a quasi probability distribution function because it can have negative values and strong singularities, specially when the density operator corresponds to a nonclassical state with sub-Poisson photon statistics (see [29] and references therein).

When the P-function tends to vary little over large ranges of the parameter $\alpha$, the nonorthogonality of the coherent states will make little difference, and $P\left(\alpha, \alpha^{*}\right)$ (to be abbreviated here from as $P(\alpha)$ ) can be interpreted as a probability distribution [29]. The expectation value of an observable $\hat{A}$ is given by [29]

$$
\begin{equation*}
\langle\hat{A}\rangle_{P}=\operatorname{Tr}\{\hat{\rho} \hat{A}\}=\int \frac{\mathrm{d}^{2} \alpha}{\pi} P(\alpha)\langle\alpha| \hat{A}|\alpha\rangle . \tag{32}
\end{equation*}
$$

The central quantity of our treatment, has a simple form that, of course, can be written in the fashion [20]

$$
\begin{equation*}
\left.\left.\langle | \alpha\right|^{2}\right\rangle_{P}=\operatorname{Tr}\left\{\hat{\rho} \hat{a}^{\dagger} \hat{a}\right\}=\int \frac{\mathrm{d}^{2} \alpha}{\pi} P(\alpha)|\alpha|^{2} . \tag{33}
\end{equation*}
$$

In view of these arguments, one has for the variance of $|\alpha|^{2}$

$$
\begin{equation*}
\left.\left.\left(\Delta|\alpha|^{2}\right)_{P}^{2}=\left.\langle | \alpha\right|^{4}\right\rangle_{P}-\left.\langle | \alpha\right|^{2}\right\rangle_{P}^{2}, \tag{34}
\end{equation*}
$$

with the statistical averages

$$
\begin{equation*}
\left.\left.\langle | \alpha\right|^{s}\right\rangle_{P}=2 \int_{0}^{\infty} \mathrm{d} \alpha|\alpha|^{s+1} P(\alpha), \tag{35}
\end{equation*}
$$

where $s=2$, 4. One has [33]

$$
\begin{align*}
P(\alpha) & =\int \frac{\mathrm{d}^{2} z}{\pi} e^{-|z|^{2}\langle\hat{n}\rangle} e^{-i z^{*} \alpha^{*}} e^{-i z \alpha}  \tag{36}\\
& =\frac{1}{\langle\hat{n}\rangle} \exp \left(-\frac{|\alpha|^{2}}{\langle\hat{n}\rangle}\right), \tag{37}
\end{align*}
$$

with

$$
\begin{equation*}
\langle\hat{n}\rangle=\operatorname{Tr}\{\hat{\rho} \hat{n}\} \equiv\left\langle\hat{a}^{\dagger} \hat{a}\right\rangle_{P}=\frac{e^{-\beta \hbar \omega}}{1-e^{-\beta \hbar \omega}}, \tag{38}
\end{equation*}
$$

where $\hat{n}=a^{\dagger} \hat{a}$ is the photon number operator.

### 3.3. Husimi Functions

The Husimi [34], or $Q$-representation, is associated with the evaluation of anti normally ordered creation and destruction operators (as compared with the $P$-representation above, connected to normally ordered correlation functions [29]). For the density matrix $\hat{\rho}$ of Equation (29) one can always write [24]

$$
\begin{equation*}
Q(\alpha)=\langle\alpha| \hat{\rho}|\alpha\rangle=\frac{1}{Z} \sum_{n} e^{-\beta E_{n}}|\langle\alpha \mid n\rangle|^{2}, \tag{39}
\end{equation*}
$$

where $Z$ stands for the canonical partition function In this situation we have at our disposal the useful analytic expressions given for HO system, for instance, in $[24,35]$ and one ends up with a Gaussian distribution [35]

$$
\begin{equation*}
Q(\alpha)=\left(1-e^{-\beta \hbar \omega}\right) e^{-\left(1-e^{-\beta \hbar \omega}\right)|\alpha|^{2}} . \tag{40}
\end{equation*}
$$

### 3.4. Wigner Distributions

Finally, obligatory reference must be made now to the celebrated Wigner quasi-probability distribution $D_{W}(x, p)$ (also called the Wigner function), a special type of quasi-probability distribution that was introduced by Eugene Wigner in 1932 [36] to study quantum corrections to classical statistical mechanics. In trying to approximate it in some fashion one is prone to fall into the semiclassical domain. Wigner's goal was to supplant the wave-function that appears in Schrödinger's equation with a probability distribution $D_{W}$ in phase space. This $D_{W}$ should function as a generating function for all spatial autocorrelation functions of a given quantum-mechanical wave-function $\psi(x)$. For the Hamiltonian $H_{0}, D_{W}$ is a Gaussian too [37].

### 3.5. Inverse Variances $\delta$ For Our Gaussian States

We collect below the inverse variances and the associated Fano factors for our three instances of quantum Gaussian functions, namely, $P, Q$, and Wigner's [33].
(1) $P$-functions: $\delta=1 /\langle\hat{n}\rangle=\left(1-e^{-\beta \hbar \omega}\right) / e^{-\beta \hbar \omega} \Rightarrow \mathcal{F}_{P}=e^{-\beta \hbar \omega} /\left(1-e^{-\beta \hbar \omega}\right)$,
(2) Husimi functions $Q: \delta=1-e^{-\beta \hbar \omega} \Rightarrow \mathcal{F}_{H}=1 /\left(1-e^{-\beta \hbar \omega}\right)$,
(3) Wigner functions $W$ : $\delta=2 \tanh (\beta \hbar \omega / 2) \Rightarrow \mathcal{F}_{W}=1 / 2 \tanh (\beta \hbar \omega / 2)$.

The Einstein temperatures are defined as $T_{E}=\hbar \omega / k_{B}$ and are indicators of the rigidity of Einstein's lattice. The critical ratios $\theta=k_{B} T / \hbar \omega$ at which the Fano factor become unity, and there is a change of regime from sub-Poisonnian (quantum regime) to super Possonian (classical), are:

$$
\begin{align*}
\theta_{H} & =0  \tag{41}\\
\theta_{P}=\frac{T_{P}}{T_{E}} & =\frac{1}{\ln 2}=1.4427  \tag{42}\\
\theta_{W}=\frac{T_{W}}{T_{E}} & =\frac{1}{2 \tanh ^{-1}(1 / 2)}=0.910239 \tag{43}
\end{align*}
$$

where $\theta_{H}, \theta_{P}, \theta_{W}$ are the critical ratios for the Husimi function, $P$-function, and Wigner function respectively.

In our two entropic cases we have, of course,

$$
\begin{equation*}
S=1-\ln I ; \quad S_{2}=1-I / 2 \tag{44}
\end{equation*}
$$

and the entropies become
(1) $S_{H}=1-\ln \left(1-e^{-\beta \hbar \omega}\right)$,
(2) $S_{W}=1-\ln [2 \tanh (\beta \hbar \omega / 2)]$,
(3) $S_{P}=1-\ln \left(e^{\beta \hbar \omega}-1\right)$,
(4) $S_{2 H}=1-\left(1-e^{-\beta \hbar \omega}\right) / 2$,
(5) $S_{2 W}=1-\tanh (\beta \hbar \omega / 2)$,
(6) $S_{2 P}=1-\left(e^{\beta \hbar \omega}-1\right) / 2$.

The corresponding linear complexities are:
(1) $C_{2 P}=S_{2 P} I_{P}$,
(2) $C_{2 W}=S_{2 W} I_{W}$,
(3) $C_{2 H}=S_{2 H} I_{H}$.

We see in Figure 2 the behavior of the linear complexity as a function of temperature $T$ for the three cases mentioned above.

Figure 2. Linear Complexity $C_{2}$ as a function of temperature $T$. The curve labelled by (i) gives $C_{2}$ for the $P$-state. That labelled (ii) corresponds to the Wigner function. Finally, (iii) refers to the Husimi function's curve.


## 4. Conclusions

This paper tried to illustrate on the usefulness of the statistical complexity quantifier as a phase-transition indicator, as has been hinted in several precedent works dealing with rather complex environments, like that of the Cooper et al. model [11-13], the brain's electrical activity [38], or collective motion [39].

The complicated structure of the quantum-classical phase transitions discussed by Kowalski et al. [12,13], simplifies enormously for the harmonic oscillator. Thus, here we see the complexity phase-transition detecting effect in the simplest possible fashion (the HO ), and the ensuing treatment is of an analytical character, referring to the transition between super-Poisson and sub-Poisson regimes.

Such transition can be assimilated to a classical-quantal one [29], which makes our present results to agree with those derived for the entirely different scenario of Cooper model in [14,15].

We employed three important types of physical Gaussian states, namely, $P$-distributions, Husimi functions and Wigner, and we have had the opportunity of discussing things in a temperature dependent context. We have used two different forms for the SC and obtained the same result: the transition takes place at the Gaussian's inverse-width $\delta=1$.
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