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Neurons tend to fire a spike when they are near a
bifurcation from the resting state to spiking activity.
It is a delicate balance between noise, dynamic
currents and initial condition that determines the
phase diagram of neural activity. Many possible ionic
mechanisms can be accounted for as the source of
spike generation. Moreover, the biophysics and the
dynamics behind it can usually be described through
a phase diagram that involves membrane voltage
versus the activation variable of the ionic channel.
In this paper, we present a novel methodology to
characterize the dynamics of this system, which takes
into account the fine temporal ‘structures’ of the
complex neuronal signals. This allows us to accurately
distinguish the most fundamental properties of
neurophysiological neurons that were previously
described by Izhikevich considering the phase-space
trajectory, using a time causal space: statistical
complexity versus Fisher information versus Shannon
entropy.

1. Introduction

From a theoretical point of view, the brain constitutes
a complex and dynamic system whose state variables
represent information both external (e.g. perception

© 2015 The Author(s) Published by the Royal Society. All rights reserved.


http://crossmark.crossref.org/dialog/?doi=10.1098/rsta.2015.0109&domain=pdf&date_stamp=2015-11-02
mailto:fmontani@gmail.com

of certain stimuli) and internal (e.g. reverberation of memories). Neurons are the main processing
and transmission units in the brain and thus are critical to cognition. Therefore, in order to
detect subtle changes in brain activity, we have to investigate the intrinsic dynamics of the
neurons. This requires the study of the spontaneous activity potential of cell membranes, known
as action potentials or ‘spikes’, which allows us to describe in a fairly comprehensive way neural
behaviour.

The modelling of neurons and neural circuits on the basis of cellular, synaptic biophysics
and spiking models includes the dynamic changes of the neuron’s membrane potential [1].
The simplest models representing a minimal biophysical interpretation for an excitable neuron
are conductance-based models. The first model of spiking neurons was proposed by Alan
Lloyd Hodgkin and Andrew Huxley in 1952 [2]. It described the ionic mechanisms underlying
the initiation and propagation of the action potentials in the squid giant axon. Hodgkin and
Huxley (HH) explained the ionic mechanisms underlying the initiation and propagation of
action potentials, through a set of nonlinear ordinary differential equations that approximate
the electrical characteristics of the excitable cell [2]. In its simplest version, the HH model
represents a neuron by a single isopotential electrical compartment, neglects ion movements
between subcellular compartments, and represents only ion movements between the inside and
outside of the cell. Applying nonlinear dynamic theory, Izhikevich proposed a classification of
neurons depending on bifurcation and resting state. While there are a huge number of possible
ionic mechanisms of excitability and spike generation, there are just four bifurcation mechanisms
that can result in a transition from resting state to spiking. These bifurcations divide neurons into
four categories: integrators or resonators, monostable or bistable [3-5].

Izhikevich proposed a simpler model in which the number of variables is considerably smaller
in comparison to the HH model. Then the behaviour of a neuron can be described by the
‘simple spiking model’ [4], which can reproduce 20 of the most fundamental neurocomputational
features. Although not all the parameters of the model are feasible to be measured directly in the
laboratory, as they have no direct biological interpretation, the model reproduces the essential
characteristics observed in neurons. In contrast to the HH model, the Izhikevich simple model
is much more efficient from a computational point of view, which proves useful in large-scale
computations [6-9]. Furthermore, in the framework of this model, several analytical methods
have been developed in order to study these relevant features [6]. However, quantification of the
typical oscillatory activity patterns using an information theoretical approach accounting for the
causality of the signals is still missing.

In particular, many important aspects of brain activity, such as rhythms, are of functional
importance to understand how information is processed in the mammalian brain. Neural
oscillatory activity patterns are rhythmic neural activities in the brain and can be generated
either by mechanisms within individual neurons or by interactions between neurons. At the
level of individual neurons, patterns of oscillatory activity can appear either as oscillations
in the membrane potential or as rhythmic patterns of action potentials, which then produce
the oscillatory activation of post-synaptic neurons. The relationship between these devices
and behaviour, therefore, could provide a novel understanding about the functions of brain
oscillations [10-14]. We use the Bandt-Pompe permutation methodology for the evaluation
of the probability distribution function (PDF) associated with a time series [15]. Based on
the quantification of the ordinal ‘structures’ present in the neuron’s membrane potential and
their local influence on the associated probability distribution, we incorporate the time series’
own temporal causality through an algorithm that is easy to implement and compute. More
specifically, in this paper we propose a versatile method to quantify the 20 most fundamental
neurocomputational features of oscillatory patterns of biological neurons, considering subtle
measures accounting for the causal information: Shannon permutation entropy [16,17], Fisher
permutation information [18,19] and Martin—-Plastino—Rosso (MPR) permutation statistical
complexity [16,17]. Our approach allows us to estimate the ‘clustering properties” of these
different neuronal structures, to quantify the causality of the signal, and to infer the emergent
dynamical properties of the system through two- and three-dimensional representations.
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2. Simple model of spiking neurons

Bifurcation methodologies [5] allow us to accurately reproduce the biophysical properties of HH
neuronal models just by taking a two-dimensional system of ordinary differential equations and
four different parameters. This model is named the simple model of spiking neurons [4]:

d
< =0040? + 50 + 140u + 1 @.1)
and
d
dit‘ —a(bo — u), 2.2)
with the auxiliary after-spike resetting
. v<cC
if v>430mV, then (2.3)
u<—u+d.

Here v is the membrane potential of the neuron, and u is a membrane recovery variable, which
accounts for the activation of K ionic currents and inactivation of Na™ ionic currents, and gives
negative feedback to v. Thus, we are just considering a system of ordinary differential equations of
two variables u and v, and all the known types of neurons can be reproduced by taking different
values of the four parameters 4, b, c and d. After the spike reaches its apex at +30mV (not to be
confused with the firing threshold), the membrane voltage and the recovery variable are reset
according to equation (2.3). The variable I accounts for the inputs to the neurons [3].

In figure 1, we use the simple model of spiking neurons to reproduce the 20 most fundamental
neurocomputational properties of biological neurons by changing the different parameters g, b, c,
d and I [4]. Figure 1 shows different neuronal behaviours after taking the current inputs: (A) tonic
spiking, (B) phasic spiking, (C) tonic bursting, (D) phasic bursting, (E) mixed model (bursting then
spiking), (F) spike frequency adaptation, (G) class 1 excitability, (H) class 2 excitability, (I) spike
latency, (J) subthreshold oscillations, (K) frequency preference and resonance, (L) integration
and coincidence detection, (M) rebound spike, (N) rebound burst, (O) threshold variability, (P)
bistability of resting and spiking states, (Q) depolarizing after-potentials, (R) accommodation, (S)
inhibition-induced spiking and (T) inhibition-induced bursting. The corresponding parameter
values for the different neuronal behaviours denoted by (A)-(T) in figure 1 are given in the
electronic supplementary material, table S1.

In this paper, we use this biologically plausible and computationally efficient model to
generate a simulation of oscillatory activity patterns of neurons. In the following section, we
summarize the basic concepts of causal information quantifiers.

3. Information theory quantifiers

(a) Shannon entropy, fisher information measure and Martin—Plastino—Rosso statistical
complexity

Sequences of measurements (or observations) constitute the basic elements for the study of
natural phenomena. In particular, from these sequences, commonly called time series, one
should judiciously extract information on the dynamical systems under study. We can define an
information theory quantifier as a measure that is able to characterize some property of the PDF
associated with these time series of a given raw signal (i.e. a neuron’s membrane potential).
Entropy, regarded as a measure of uncertainty, is the most paradigmatic example of these
quantifiers. Given a continuous PDF f(x) withx € A C R and [, f(x) dx =1, its associated Shannon

oo e o 5 s i oo



(A) (B) © D)
- - - -
B (F) (&) (H)

@ (@) (K) L)
B 1 L |, - nn_ - nn_
M) ™) (®) (P)
e - 1 !
Q R) (S) (M
input current input current input current input current

Figure 1. Neurocomputational characteristics of biological neurons as presented in [4] considering 20 of the most prominent
features of a biological neuron: see text. The neuronal response (membrane potential, mV) and input current / are presented
one above the other. Note that the inset in (J) represents the subthreshold oscillations.

entropy S [20] is
Sf1==| fin(pax. (3.1)

Given a time series X (t)={x;;t=1,...,M}, a set of M measures of the observable X and the
associated PDF, givenby P= {p;;j=1,...,N} with Zjl\i 1pj=1and N the number of possible states
of the system under study, the Shannon logarithmic information measure [20] is defined by

N
SIP1==)_pjIn(p)). (32)
j=1

This functional is equal to zero when we are able to predict with full certainty which of the
possible outcomes j, whose probabilities are given by p;, will actually take place. Our knowledge
of the underlying process, described by the probability distribution, is maximal in this instance.
By contrast, this knowledge is commonly minimal for a uniform distribution P, = {pj=1/N, v j=
1,...,N}.

The Shannon entropy S is a measure of ‘global character” that is not too sensitive to strong
changes in the PDF taking place in a small region. Such is not the case with the Fisher information
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measure [21,22]
|Vf(x)I*
f(x)

which constitutes a measure of the gradient content of the distribution f (continuous PDF), thus
being quite sensitive even to tiny localized perturbations.

The Fisher information measure can be variously interpreted as a measure of the ability
to estimate a parameter, as the amount of information that can be extracted from a set of
measurements, and also as a measure of the state of disorder of a system or phenomenon [22,23],
its most important property being the so-called Cramer-Rao bound. It is important to remark
that the gradient operator significantly influences the contribution of minute local f variations
to the Fisher information value, so that the quantifier is called a ‘local” one. Note that Shannon
entropy decreases with a skewed distribution, while Fisher information increases in such a case.
Local sensitivity is useful in scenarios whose description necessitates an appeal to a notion of
‘order’ [24-26]. The concomitant problem of loss of information due to discretization has been
thoroughly studied (see, for instance, [27-29] and references therein) and, in particular, it entails
the loss of Fisher’s shift invariance, which is of no importance for our present purposes.

For Fisher information measure computation (discrete PDF), we follow the proposal of Dehesa
and co-workers [30] based on the amplitude of probability f(x) = ¥ (x)?:

F[f]l= J dx, (3.3)

2
F[¢]:4J {dl} dx. (3.4)
dx
Its discrete normalized version (0 < F < 1) is now
N-1
F[P1=Fo Y _(/Pir1 — VP)™ (3.5)

i=1

Here the normalization constant F reads

1 ifpp=1fori*=1ori*=Nandp;=0Vi#i"

Fo= 1 ]
5 otherwise.

(3.6)

If our system lies in a very ordered state, we can take it to be described by a PDF given by Py =
{(pk=Lpi=0Vi#ki=1,...,N} (with N the number of states of the system). In consequence we
have a Shannon entropy S[Py] = 0 and a normalized Fisher information measure F[Pg] = Fax = 1.
On the other hand, when the system under study is represented by a very disordered state, one
can take this particular state to be described by a PDF given by the uniform distribution P, =
{pi=1/N, YVi=1,...,N}. We obtain S[P.] = Smax while F[P,] =0. One can state that the general
behaviour of the Fisher information measure is opposite to that of the Shannon entropy [31].

It is well known, however, that ordinal structures present in a process are not quantified by
randomness measures and, consequently, measures of statistical or structural complexity are
necessary for a better understanding (or characterization) of the system dynamics represented
by their time series [32]. The opposite extremes of perfect order (a periodic sequence, a regular
crystal, for example) and maximal randomness (i.e. a fair coin toss, an ideal gas) are very simple
to describe because they do not have any structure. The complexity should be zero in these
cases, that is C[Py] = C[P,] = 0. At a given distance from these extremes, a wide range of possible
degrees of physical structure exists. The complexity measure allows one to quantify this array
of behaviour in between ‘perfect order’ (e.g. regular crystal) and ‘complete disorder” (e.g. ideal
gas). Complexity can be characterized by a certain degree of organization, structure, memory,
regularity, symmetry and patterns [33]. The complexity measure does much more than satisfy the
boundary conditions of vanishing in the high- and low-entropy limits. In particular, maximum
complexity occurs in the region between the system’s perfectly ordered state and the perfectly
disordered one. Complexity measures allow us to detect essential details of the dynamics, to
discriminate different degrees of periodicity associated with the period doubling bifurcation route
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to chaos, and more importantly to characterize the correlational structure of the orderings present
in the time series.

We consider the MPR statistical complexity [34] as it is able to quantify critical details of
dynamical processes underlying the dataset. Based on the seminal notion advanced by Lépez-
Ruiz et al. [35], this statistical complexity measure (SCM) is defined through the product

CrslP1= [P, P.] - H[P] (3.7)
of the normalized Shannon entropy
p
H[P] = SIPl , (3.8)
Smax

with Spmax = S[Pe] =InN (0 < H < 1), and the disequilibrium Q; defined in terms of the Jensen-
Shannon divergence

Q][P/ PL’] = QOJ[PI PE]/ (3'9)
with P+P,] SIP] S[P
+ e e

J[P,Pe]=5[ - ]—7— 2 (3.10)

The above-mentioned Jensen—-Shannon divergence and Qyp, a normalization constant (0 < Qj < 1),
are equal to the inverse of the maximum possible value of J[P, P,]. This value is obtained when
one of the components of P, say pm, is equal to one and the remaining p; are equal to zero. The
Jensen-Shannon divergence, which quantifies the difference between two (or more) probability
distributions, is especially useful to compare the symbolic composition between different
sequences [36]. Note that the above-introduced SCM depends on two different probability
distributions, one associated with the system under analysis, P, and the other with uniform
distribution, P,. Furthermore, it was shown that, for a given value of H, the range of possible
Cjs values varies between a minimum Cp, and a maximum Cpay, restricting the possible values
of the SCM in a given complexity—entropy plane [37]. Thus, it is clear that important additional
information related to the correlational structure between the components of the physical system
is provided by evaluating the SCM. In order to calculate the three information theory-derived
quantifiers mentioned previously, a probability distribution should be estimated from the time
series of the system.

The study and characterization of time series X'(t) by recourse to information theory tools
assume that the underlying PDF is given a priori. By contrast, part of the concomitant analysis
involves extracting the PDF from the data and there is no univocal procedure with which
everyone agrees. Almost 10 years ago, Bandt & Pompe (BP) introduced a successful methodology
for the evaluation of the PDF associated with scalar time-series data using a symbolization
technique [15]. For a didactic description of the approach, as well as its main biomedical and
econophysics applications, see [38].

The pertinent symbolic data are (i) created by ranking the values of the series and (ii) defined
by reordering the embedded data in ascending order, which is tantamount to a phase-space
reconstruction with embedding dimension (pattern length) D and time lag 7. In this way, it
is possible to quantify the diversity of the ordering symbols (patterns) derived from a scalar
time series. Note that the appropriate symbol sequence arises naturally from the time series
and no model-based assumptions are needed. In fact, the necessary “partitions” are devised by
comparing the order of neighbouring relative values rather than by apportioning amplitudes
according to different levels. This technique, as opposed to most of those in current practice,
takes into account the temporal structure of the time series generated by the physical process
under study. This feature allows us to uncover important details concerning the ordinal
structure of the time series [26,39,40] and can also yield information about temporal correlation
[16,17]. It is clear that this type of analysis of time series entails losing some details of the
original series’” amplitude information. Nevertheless, just by referring to the series’ intrinsic
structure, a meaningful difficulty reduction has indeed been achieved by Bandt & Pompe with
regard to the description of complex systems. The symbolic representation of time series by
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recourse to a comparison of consecutive (r =1) or non-consecutive (r > 1) values allows for an
accurate empirical reconstruction of the underlying phase space, even in the presence of weak
(observational and dynamic) noise [15]. Furthermore, the ordinal patterns associated with the
PDF are invariant with respect to nonlinear monotonic transformations. Accordingly, nonlinear
drifts or scaling artificially introduced by a measurement device will not modify the estimation of
quantifiers, a nice property if one deals with experimental data (e.g. [41]). These advantages make
the BP methodology more convenient than conventional methods based on range partitioning (i.e.
PDF based on histograms).

Additional advantages of the method reside in (i) its simplicity, as we need few parameters,
the pattern length/embedding dimension D and the embedding delay 7, and (ii) the extremely
fast nature of the pertinent calculation process [42]. The BP methodology can be applied not
only to time series representative of low dimensional dynamical systems, but also to any type
of time series (regular, chaotic, noisy or reality based). In fact, the existence of an attractor in the
D-dimensional phase space is not assumed. The only condition for the applicability of the BP
methodology is a very weak stationary assumption (that is, for k < D, the probability for x; < x;;
should not depend on ¢t [15]).

To use the Bandt & Pompe [15] methodology for evaluating the PDF, P, associated with the
time series (dynamical system) under study, one starts by considering partitions of the pertinent
D-dimensional space that will hopefully ‘reveal” relevant details of the ordinal structure of
a given one-dimensional time series X (t) ={x;;t=1,..., M} with embedding dimension D > 1
(D eN) and embedding time delay t (r € N). We are interested in ‘ordinal patterns” of order
(length) D generated by (s) = (Xs—(D—1)r, Xs—(D=2)¢/ - - - » Xs—1,Xs), which assigns to each time s
the D-dimensional vector of values at times s,s —7,...,5s — (D — 1)t. Clearly, the greater the
D value, the more information on the past is incorporated into our vectors. By ‘ordinal pattern’
related to the time (s), we mean the permutation = = (rg,r1,...,rp—1) of [0,1,...,D — 1] defined
by Xs—rp 11 < Xs—pp ot <+ < Xs—pjr <Xs—pyr. In order to get a unique result, we set r; <r;_1 if
Xs—r; =Xs—r,_,. This is justified if the values of x; have a continuous distribution so that equal
values are very unusual. Thus, for all the D! possible permutations 7 of order D, their associated
relative frequencies can be naturally computed by the number of times this particular order
sequence is found in the time series divided by the total number of sequences:

fi{s|s <N — (D — 1)7;(s) has type m;}
N-(D-1)r

plomi) = . (3.11)
In the last expression, the symbol f stands for ‘number’. Thus, an ordinal pattern probability
distribution P = {p(x;),i=1,...,D!} is obtained from the time series.

Consequently, it is possible to quantify the diversity of the ordering symbols (patterns of
length D) derived from a scalar time series, by evaluating the so-called permutation Shannon
entropy, Fisher permutation information measure and permutation MPR statistical complexity. Of
course, the embedding dimension D plays an important role in the evaluation of the appropriate
probability distribution because D determines the number of accessible states D! and also
conditions the minimum acceptable length M > D! of the time series that one needs in order
to work with reliable statistics [39].

Regarding the selection of the parameters, Bandt & Pompe suggested working with 4 <
D <6 and specifically considered an embedding delay v =1 in their cornerstone paper [15].
Nevertheless, it is clear that other values of t could provide additional information. It has been
shown recently that this parameter is strongly related, if it is relevant, to the intrinsic time scales
of the system under analysis [43—45].

The local sensitivity of Fisher information measure for discrete PDFs is reflected in the fact
that the specific ‘i ordering’ of the discrete values p; must be seriously taken into account in
evaluating the sum in equation (3.5) [18,19]. The pertinent numerator can be regarded as a kind
of ‘distance” between two contiguous probabilities. Thus, a different ordering of the pertinent
summands would lead to a different Fisher information value. In fact, if we have a discrete PDF
given by P={p;,i=1,...,N} we will have N! possibilities for the i ordering.
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The question is, which is the arrangement that one could regard as the ‘proper” ordering?
The answer is straightforward in some cases, a histogram-based PDF constituting a conspicuous
example. For such a procedure, one first divides the interval [a,b] (with a and b the minimum
and maximum amplitude values in the time series, respectively) into a finite number of non-
overlapping sub-intervals (bins). Thus, the division procedure of the interval [a,b] provides
the natural order sequence for the evaluation of the PDF gradient involved in the Fisher
information measure. In our current paper, we chose for the BP PDF the lexicographic ordering
given by the algorithm of Lehmer (http://www.keithschwarz.com/interesting /code/factoradic-
permutation/FactoradicPermutation), amongst other possibilities, because it provides a better
distinction of different dynamics in the Fisher versus Shannon plane [25,26].

4, An information theoretic characterization of the fundamental neuro-
computational features of biological neurons

Most neurons are quiescent but can fire spikes when properly stimulated, and they typically
respond by producing complex spike sequences. This shows the intrinsic dynamics of the
neuron and to some extent the temporal characteristics of the stimulus. Understanding the
features of neuronal responses encoding the variations in the stimuli is an important challenge
in neuroscience. Oscillations in the brain may be generated by non-invasive brain stimulation,
either by intrinsic mechanisms or by interactions between them [10-14], and may have a crucial
role in feature binding, information transmission and the generation of rhythmic motor output
even in isolation from motor and sensory feedback [46]. They are indeed manifested as a
variety of rhythms that differ in their frequency, origin and reactivity to changes in sensory
input and external stimuli [10-14]. A periodic stimulation can be used for interventions into
the timing of biological rhythms to reveal their causal implication in behaviour [14]. The
significance of rhythmic patterns for information processing has been pointed out by Kayser
et al. [47], who presented naturalistic auditory stimuli to monkeys and used mutual information
to quantify the amount of information about the identity of each stimulus encoded in either
phase or amplitude per oscillatory frequency. Interestingly, the oscillatory phase of local field
potential (LFP) oscillations contained significantly more information than the amplitude, with
highest information at low frequencies (48 Hz). Moreover, oscillations can modulate information
processing, as rhythmic inhibition plays an important role in oscillations throughout the brain,
eliciting rebound bursts and resulting in re-excitation of neurons, regulating the neuronal firing
in the brain [48,49].

Indeed, in the brain, a variety of rhythms have been described that differ in their frequency,
origin and reactivity to changes in sensory input and task demands [10-14]. Brain oscillations
are characterized by rhythmic changes in LFPs. Feedback loops across neurons contribute
to the synchronization of cortical activities and modulation of oscillatory phase relationships
among neuronal populations, providing deeper insights into how information is processed
in the brain [14]. At the level of individual neurons, rhythmic patterns are produced by
oscillations in membrane potential or as rhythmic patterns of action potentials, which cause
oscillatory activation of post-synaptic neurons. As oscillatory rhythmic patterns can carry relevant
information about external stimuli, detecting dynamic changes in neural systems is one of the
most important tasks in theoretical neuroscience. Here, our proposal is to quantify a variety of
oscillatory activity patterns at single neuron level that are generated using the ‘simple spiking
model” of Izhikevich [4]. We use a versatile method to quantify the 20 most fundamental
neurocomputational features of biological neurons, by means of an information theoretical
approach. More specifically, we consider measures accounting for the causal structure of the
signal of a neuron’s membrane potential: the Shannon permutation entropy, Fisher permutation
information and MPR permutation statistical complexity. As we mentioned in §2, these features
of biological neurons are shown in figure 1. They were obtained with the simple model of
Izhikevich [4]; the simulation time used to produce figure 1 is 100 ms, with a resolution of
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Figure 2. (a) Causal MPR complexity versus normalized Shannon entropy (H x C plane), (b) causal Fisher information versus
MPR complexity (F x C plane) and (c) causal Fisher information versus Shannon entropy (F x H plane), for the 20 most
relevant neurocomputational features of biological neurons. All the quantifiers have been evaluated using BP PDF with pattern
length (embedding dimension) D = 6 and time lag T = 1. (Online version in colour.)

60105107 :EL€ 705 -4 “supi] 7iyg BioBuiysigndiaposjekorerss



complexity

0.22

0.14

- 0.12
0.10
. o0s 008 4 Shannon entropy
0.450 0.04 malize
45 0.02 nor!

Figure 3. Three-dimensional representation of the causal information quantifiers: MPR complexity versus Fisher information
versus Shannon entropy for the 20 most relevant neurocomputational features of biological neurons. All the quantifiers have
been evaluated using BP PDF with pattern length (embedding dimension) D = 6 and time lag = = 1. (Online version in colour.)

0.25ms. In order to perform analyses within the BP formalism, we need to have a much larger
number of points in the simulation of membrane potential responses (M > D!). We took 1800 trials
(repetitions) to obtain 180000 simulation points for each case. We used the Bandt & Pompe [15]
methodology for evaluating the PDF, P, associated with the time series, considering an embedded
dimension D =6 and time lag v =1. This embedding dimension (pattern length) is enough to
efficiently capture the information causality of the ordinal structure of the time series [15].

Figure 2a shows the informational causal plane of entropy versus complexity, H x C. Note
that the MPR statistical complexity grows linearly as the Shannon entropy becomes higher
when considering the different kinds of dynamics. The continuous lines represent the curves
of maximum and minimum statistical complexity, Cmax and Cpin, respectively, as functions of
the normalized Shannon entropy [37]. The degree of order decreases as entropy increases, and
thus a system with a lower degree of entropy is characterized by a higher degree of order.
Figure 2b shows Fisher permutation information, equation (3.5), versus the MPR permutation
statistical complexity equation (3.9), i.e. the causal information plane F x C, for the same
neurocomputational signals used above. Note that figure 2b presents a better distinction between
the 20 neuronal rhythms. That is, permutation Fisher information behaves nonlinearly as a
function of the MPR permutation statistical complexity. A similar behaviour can be observed
in figure 2c, which shows Fisher permutation information, equation (3.5), versus permutation
Shannon entropy, equation (3.8), i.e. the causal plane F x H. This is a reasonable result, as we
observed that MPR statistical complexity grows linearly as the Shannon entropy becomes higher.

Applying nonlinear dynamic theory, Izhikevich proposed a classification of neurons
depending on bifurcation and resting state. Izhikevich presented a simple model in which the
number of variables is considerably smaller in comparison to the HH model. The behaviour of a
neuron is then described by this ‘simple spiking model’. In order to do so, we take different values
suggested for the four parameters g, b, ¢ and d, and different shapes proposed for the current I that
accounts for the inputs to the neurons. By doing so, we can reproduce 20 of the most fundamental
neurocomputational features of a neuron. If we were to take the same current in all 20 cases we
would not reproduce the rhythmic activities presented, which is the objective of this work, in
order to characterize them using an information theoretical approach.

Thus, we follow Izhikevich’s recipe to generate the 20 different activities, which includes
also considering different input currents (stimuli). Taking 7 =1 is the main reason why some
of the rhythmic activities have similar values in the information plane H x C. However, notice

R e 0 s i oo



that we have three information planes in figure 2: C x H, F x C and F x H. Figure 3 shows the
emergent dynamical properties of the system causality information through a three-dimensional
representation: MPR statistical complexity versus Fisher information versus Shannon entropy.
Remarkably, our approach allows us to classify the most fundamental neural dynamics by means
of an information theoretical approach. That is, we quantify the causality of the signal, and
infer the emergent properties of each oscillatory activity pattern within a three-dimensional
informational representation by assigning a ‘cluster” to each of these features. Hence, the results
shown in figure 3 are the key to accurately quantify and distinguish the neurocomputational
properties, previously described by Izhikevich considering the phase-space trajectory [4], by
using instead a versatile method based on the causal space representation. The current approach
could be a useful tool for online classification of neuronal oscillations when analysing the neuron’s
membrane potential, and monitoring brain activity.

5. Discussions and conclusion

In 1929, Hans Berger observed rhythmic variations in the human electroencephalogram (EEG),
and, more than 50 years later, intrinsic oscillatory behaviour has been found in mammalian
neurons [46]. Periodic stimulations can induce the timing of neuronal rhythms and their causal
implication in behaviour, and are characterized by rhythmic and periodic changes in LFPs. In
this paper, we consider 20 of the most fundamental neurocomputational features of biological
neurons, taking 1800 trials in order to obtain 180000 simulation points. Thus, we generate
repetitive neural activity or oscillatory activity patterns using each of the most prominent
characteristics of neurons, and we quantify their relevant features using a versatile method by
means of an information theoretical approach. More specifically, we apply a robust approach to
time-series analysis on the basis of counting ordinal patterns, in the membrane potential of a
neuron, by introducing the concept of permutation quantifiers to quantify the complexity of the
system behind the series. This could prove useful for online classification of neuronal activity
patterns when analysing oscillations in the LFP signals that are also known as brain waves, and
might help us to understand the intrinsic differences between healthy and unhealthy tissues.

A characteristic of oscillatory patterns is their periodicity, that is, the organization of temporal
dynamics into cycles. In this paper, we have considered different neuronal oscillation patterns
with a phase-locking rhythm. This is also a common scenario when taking into account a small
group of neurons, where a stable phase difference of membrane voltage oscillations can be
observed [10,14,47,50]. When considering many neurons, the coincidence of electrical activities
would lead to coordinated changes that would be detected as variations of the LFP and that might
be reflected also on the EEG. If individual neurons fire action potentials periodically, and these
events are synchronized among many cells, one would then observe periodic LFP oscillations.
Hence, global changes of electrical activity associated with EEG rhythms would usually take place
if synchronization occurs among distinct brain areas. All these models rely on the hypothesis that
the oscillatory cycle establishes recurrent temporal patterns. This allows the brain to generate a
coding of temporal relations between groups of neural elements and between neural elements
and the environment. Importantly, oscillations in the brain are non-stationary and are indeed
subject to dynamic changes due to phase resetting. Oscillations become potentially powerful
neurocomputational tools when their phase, and also amplitude and frequency, change due to
dynamic modifications in their generating system or in the input [10,14,47,50]. Thus, a much more
realistic neurocomputational model should take phase resetting into account. Hence, it would be
interesting to apply the current approach to models in which it is possible to generate mechanisms
of oscillatory phase resetting due to external stimuli, affecting neuronal behaviour.

Bandt & Pompe [15] suggested working with 4 <D <6 and specifically considered an
embedding delay =1 in their cornerstone paper. However, other values of r can provide
additional information, since the embedding delay 7 is the time separation between symbols,
and it physically corresponds to multiples of the sampling time of the signal under analysis.
More specifically, different time scales can be considered by changing the embedding delays
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of the symbolic reconstruction. The underlying chaotic or stochastic nature of a system may
depend on the resolution of the data record. Thus, it is more appropriate to define the concept of
deterministic or stochastic behaviour on a certain range of scales. That is to say, a scale-dependent
scheme should be considered when dealing with complex multiscale neuronal data. The main
idea is therefore to generalize the estimation of the symbolic quantifiers, permutation entropy
and permutation statistical complexity, accounting for different embedding delays. We use the
term multiscale entropy—complexity causality plane to refer to the parametric curve described
by the permutation quantifiers estimated from a time series with the embedding delay r as a
parameter [45], and considering a fixed embedding dimension D. The importance of selecting
an appropriate embedding delay t in the estimation of the permutation quantifiers (H and C)
resides in estimating the intrinsic time scales of the system. The complexity is maximized when
the embedding delay 7 of the symbolic reconstruction matches the intrinsic time scale 79 of
the system, and therefore important additional information related to the correlational structure
between the components of the physical system is provided by evaluating the SCM. Figure 22
shows that the statistical complexity grows almost linearly as the normalized Shannon entropy
value increases, when fixing v =1. Preliminary results show that, by taking values of r that
maximize the complexity measure, the statistical complexity grows nonlinearly as the Shannon
entropy becomes higher. Moreover, the 20 different neuronal rhythmic activities are more much
distinct when considering the informational plane H x C. This problem will be considered in
detail in a future publication.

Cracking the neural code involves finding synchronization patterns and meaning in the
noisy activity of cell ensembles. Despite the fact that neuronal ensembles may show oscillatory
cycles allowing one to establish a coding of temporal relationships between groups of neural
elements and between neural elements and the environment, this system is far away from being
stationary, as it is subject to dynamic changes of external stimuli and thus phase resetting. A
proper quantification of the dynamics of the neuronal activity is important for understanding the
essential mechanisms of brain encoding, and to gain knowledge of how information is processed
through the brain. As non-causal mutual information fails to distinguish information that is
actually exchanged from shared information due to common history and input signals [49],
the current approach based on the permutation statistical complexity versus Shannon entropy
versus Fisher information three-dimensional representation can be a powerful tool to investigate
information processing across brain areas. This versatile causal information tool can be used
to provide an appropriate quantification of the neuronal oscillation patterns that could have
an important role in shaping theories of perception, cognition and neural computation. This
is not only important from a theoretical point of view, but also it might help to determine
which areas of the cortex could have a higher level of information, and to evaluate how causal
interactions in neural dynamics would be modulated by behaviour. We believe that this will
become an important tool for future research on the encoding capacity of biologically realistic
neural networks.

Authors’ contributions. All authors contributed equally to this paper.

Competing interests. We declare we have no competing interests.

Funding. This research was supported by PIP (Proyecto de Investigacién Plurianual) 0255/11 CONICET,
Argentina (EM.).

Acknowledgements. EM. and O.A.R. are members of the National Research Career of CONICET Argentina. FM.
and O.A.R. acknowledge support by CONICET, Argentina.

References

1. Dayan P, Abbott LF. 2001 Theoretical neuroscience: computational and mathematical modeling of
neural systems. Cambridge, MA: MIT Press.

2. Hodgkin AL, Huxley AF. 1951 A quantitative description of membrane current and its
application to conduction and excitation in nerve. J. Neurophysiol. 117, 500-544. (d0i:10.1113/
jphysiol. 1952.sp004764)

0 S g B


http://dx.doi.org/doi:10.1113/jphysiol.1952.sp004764
http://dx.doi.org/doi:10.1113/jphysiol.1952.sp004764

10.

11.

12.
13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

24.

25.

26.

27.

28.

29.

. Izhikevich EM. 2003 Simple model of spiking neurons. I[EEE Trans. Neural Netw. 14, 1569-1572.

(doi:10.1109/TNN.2003.820440)

. Izhikevich EM. 2004 Which model to use for cortical spiking neurons? IEEE Trans. Neural Netw.

15, 1063-1070. (d0i:10.1109/TNN.2004.832719)

. Izhikevich EM. 2007 Dynamical systems in neuroscience: the geometry of excitability and bursting.

Cambridge, MA: MIT Press.

. Izhikevich EM. 2006 Polychronization: computation with spikes. Neural Comput. 18, 245-282.

(d0i:10.1162/089976606775093882)

. Montani F, Ince RAA, Senatore R, Arabzadeh E, Diamond ME, Panzeri S. 2009 The impact of

high-order interactions on the rate of synchronous discharge and information transmission in
somatosensory cortex. Phil. Trans. R. Soc. A 367, 3297-3310. (d0i:10.1098 /rsta.2009.0082)

. Montani F, Phoka E, Portesi M, Schultz SR. 2013 Statistical modelling of higher-order

correlations in pools of neural activity. Physica A 392, 3066-3086. (doi:10.1016/j.physa.
2013.03.012)

. Montagie L, Montani F. 2015 Quantifying higher-order correlations in a neuronal pool. Physica

A 421, 388—400. (doi:10.1016/j.physa.2014.11.046)

Wang X]J. 2010 Neurophysiological and computational principles of cortical rhythms in
cognition. Physiol. Rev. 90, 1195-1268. (doi:10.1152/ physrev.00035.2008)

Hammond C, Bergman H, Brown P. 2007 Pathological synchronization in Parkinson’s disease:
networks, models and treatments. Trends Neurosci. 30, 357-364. (d0i:10.1016/j.tins.2007.05.004)
Buzsaki G. 2006 Rhythms of the brain. New York, NY: Oxford University Press.

Deco G, Thiele A. 2009 Attention: oscillations and neuropharmacology. Eur. J. Neurosci. 30,
347-354. (d0i:10.1111/j.1460-9568.2009.06833.x)

Thut G, Miniussi C, Gross J. 2012 The functional importance of rhythmic activity in the brain.
Curr. Biol. 22, 658-667. (d0i:10.1016/j.cub.2012.02.062)

Bandt C, Pompe B. 2002 Permutation entropy: a natural complexity measure for time series.
Phys. Rev. Lett. 88, 174102. (doi:10.1103 /PhysRevLett.88.174102)

Rosso OA, Masoller C. 2009 Detecting and quantifying stochastic and coherence
resonances via information-theory complexity measurements. Phys. Rev. E 79, 040106(R).
(doi:10.1103/PhysRevE.79.040106)

Rosso OA, Masoller C. 2009 Detecting and quantifying temporal correlations in stochastic
resonance via information theory measures. Eur. Phys. J. B 69, 37-43. (doi:10.1140/epjb/
€2009-00146-y)

Rosso OA, Olivares F, Plastino A. 2015 Noise versus chaos in a causal Fisher-Shannon plane.
Papers Phys. 7, 070006. (d0i:10.4279 / pip.070006)

Montani F, Rosso OA. 2014 Entropy—complexity characterization of brain development in
chickens. Entropy 16, 4677-4692. (d0i:10.3390/e16084677)

Shannon C, Weaver W. 1949 The mathematical theory of communication. Champaign, IL:
University of Illinois Press.

Fisher RA. 1922 On the mathematical foundations of theoretical statistics. Phil. Trans. R. Soc.
Lond. A 222, 309-368. (d0i:10.1098 /rsta.1922.0009)

Frieden BR. 2004 Science from Fisher information: a unification. Cambridge, UK: Cambridge
University Press.

Mayer AL, Pawlowski CW, Cabezas H. 2006 Fisher information and dynamic regime changes
in ecological systems. Ecol. Model. 195, 72-82. (d0i:10.1016 /j.ecolmodel.2005.11.011)

Rosso OA, De Micco L, Plastino A, Larrondo H. 2010 Info-quantifiers” map-characterization
revisited. Physica A 389, 249-258. (d0i:10.1016/j.physa.2009.09.034)

Olivares F, Plastino A, Rosso OA. 2012 Ambiguities in the Bandt-Pompe’s methodology for
local entropic quantifiers. Physica A 391, 2518-2526. (d0i:10.1016/j.physa.2011.12.033)
Olivares F, Plastino A, Rosso OA. 2012 Contrasting chaos with noise via local versus global
information quantifiers. Phys. Lett. A 376, 1577-1583. (d0i:10.1016/j.physleta.2012.03.039)
Zografos K, Ferentinos K, Papaioannou T. 1986 Discrete approximations to the Csiszar, Renyi,
and Fisher measures of information. Can. J. Stat. 14, 355-366. (d0i:10.2307 /3315194)

Pardo L, Morales D, Ferentinos K, Zografos K. 1994 Discretization problems on generalized
entropies and R-divergences. Kybernetika 30, 445-460. See http://www.kybernetika.cz/
content/1994/4/445/paper.pdf.

Madiman M, Johnson O, Kontoyiannis 1. 2007 Fisher information, compound
Poisson approximation, and the Poisson channel. In IEEE Int. Symp. on Information

R e 0 s i oo


http://dx.doi.org/doi:10.1109/TNN.2003.820440
http://dx.doi.org/doi:10.1109/TNN.2004.832719
http://dx.doi.org/doi:10.1162/089976606775093882
http://dx.doi.org/doi:10.1098/rsta.2009.0082
http://dx.doi.org/doi:10.1016/j.physa.2013.03.012
http://dx.doi.org/doi:10.1016/j.physa.2013.03.012
http://dx.doi.org/doi:10.1016/j.physa.2014.11.046
http://dx.doi.org/doi:10.1152/physrev.00035.2008
http://dx.doi.org/doi:10.1016/j.tins.2007.05.004
http://dx.doi.org/doi:10.1111/j.1460-9568.2009.06833.x
http://dx.doi.org/doi:10.1016/j.cub.2012.02.062
http://dx.doi.org/doi:10.1103/PhysRevLett.88.174102
http://dx.doi.org/doi:10.1103/PhysRevE.79.040106
http://dx.doi.org/doi:10.1140/epjb/e2009-00146-y
http://dx.doi.org/doi:10.1140/epjb/e2009-00146-y
http://dx.doi.org/doi:10.4279/pip.070006
http://dx.doi.org/doi:10.3390/e16084677
http://dx.doi.org/doi:10.1098/rsta.1922.0009
http://dx.doi.org/doi:10.1016/j.ecolmodel.2005.11.011
http://dx.doi.org/doi:10.1016/j.physa.2009.09.034
http://dx.doi.org/doi:10.1016/j.physa.2011.12.033
http://dx.doi.org/doi:10.1016/j.physleta.2012.03.039
http://dx.doi.org/doi:10.2307/3315194
http://www.kybernetika.cz/content/1994/4/445/paper.pdf
http://www.kybernetika.cz/content/1994/4/445/paper.pdf

30.

31.

32.

33.

34.

35.

36.

37.

38.

39.

40.

41.

42.

43.

44.

45.

46.

47.

48.

49.

50.

Theory, ISIT 2007, Nice, France, 24-29 June 2007, pp. 976-980. New York, NY: IEEE.
(d0i:10.1109/1SIT.2007.4557115)

Sanchez-Moreno P, Dehesa JS, Yanez R]. 2009 Discrete densities and Fisher information. In
Proc. 14th Int. Conf. on Difference Equations and Applications, (ICDEA), Istanbul, Turkey, 21-25
July 2008, pp. 291-298. Istanbul, Turkey: Ugur-Bahgesehir University.

Pennini F, Plastino A. 2005 Reciprocity relations between ordinary temperature and the
Frieden-Soffer Fisher temperature. Phys. Rev. E 71, 047102. (doi:10.1103/PhysRevE.71.
047102)

Feldman DP, Crutchfield JP. 1998 Measures of statistical complexity: why? Phys. Lett. A 238,
244-252. (doi:10.1016/50375-9601(97)00855-4)

Feldman DP, McTague CS, Crutchfield JP. 2008 The organization of intrinsic computation:
complexity—entropy diagrams and the diversity of natural information processing. Chaos 18,
043106. (d0i:10.1063/1.2991106)

Lamberti PW, Martin MT, Plastino A, Rosso OA. 2004 Intensive entropic non-triviality
measure. Physica A 334, 119-131. (doi:10.1016/j.physa.2003.11.005)

Lépez-Ruiz R, Mancini HL, Calbet X. 1995 A statistical measure of complexity. Phys. Lett. A
209, 321-326. (doi:10.1016/0375-9601(95)00867-5)

Grosse I, Bernaola-Galvan P, Carpena P, Romédn-Roldan R, Oliver ], Stanley HE. 2002
Analysis of symbolic sequences using the Jensen-Shannon divergence. Phys. Rev. E 65, 041905.
(d0i:10.1103 /PhysRevE.65.041905)

Martin MT, Plastino A, Rosso OA. 2006 Generalized statistical complexity measures:
geometrical and analytical properties. Physica A 369, 439-462. (doi:10.1016/j.physa.
2005.11.053)

Zanin M, Zunino L, Rosso OA, Papo D. 2012 Permutation entropy and its main biomedical
and econophysics applications: a review. Entropy 14, 1553-1577. (d0i:10.3390/e14081553)
Rosso OA, Larrondo HA, Martin MT, Plastino A, Fuentes MA. 2007 Distinguishing noise from
chaos. Phys. Rev. Lett. 99, 154102. (doi:10.1103 /PhysRevLett.99.154102)

Rosso OA, Olivares F, Zunino L, De Micco L, Aquino ALL, Plastino A, Larrondo HA.
2012 Characterization of chaotic maps using the permutation Bandt-Pompe probability
distribution. Eur. Phys. ]. B 86, 116. (d0i:10.1140/epjb/e2013-30764-5)

Saco PM, Carpi LC, Figliola A, Serrano E, Rosso OA. 2010 Entropy analysis of the
dynamics of El Nino/Southern Oscillation during the Holocene. Physica A 389, 5022-5027.
(doi:10.1016/j.physa.2010.07.006)

Keller K, Sinn M. 2005 Ordinal analysis of time series. Physica A 356, 114-120. (doi:10.1016/
j-physa.2005.05.022)

Zunino L, Soriano MC, Fischer I, Rosso OA, Mirasso CR. 2010 Permutation-information-
theory approach to unveil delay dynamics from time-series analysis. Phys. Rev. E 82, 046212.
(doi:10.1103 /PhysRevE.82.046212)

Soriano MC, Zunino L, Rosso OA, Fischer I, Mirasso CR. 2011 Time scales of a chaotic
semiconductor laser with optical feedback under the lens of a permutation information
analysis. IEEE ]. Quantum Electron. 47, 252-261. (doi:10.1109/JQE.2010.2078799)

Zunino L, Soriano MC, Rosso OA. 2012 Distinguishing chaotic and stochastic dynamics from
time series by using a multiscale symbolic approach. Phys. Rev. E 86, 046210. (doi:10.1103/
PhysRevE.86.046210)

Llinas RR. 2014 Intrinsic electrical properties of mammalian neurons and CNS function: a
historical perspective. Front. Cell. Neurosci. 8, 320. (d0i:10.3389 / fncel.2014.00320)

Kayser C, Montemurro MA, Logothetis NK, Panzeri S. 2009 Spike-phase coding boosts and
stabilizes information carried by spatial and temporal spike patterns. Neuron 61, 597-608.
(doi:10.1016/j.neuron.2009.01.008)

Sohal VS, Pangratz-Fuehrer S, Rudolph U, Huguenard JR. 2006 Intrinsic and synaptic
dynamics interact to generate emergent patterns of rhythmic bursting in thalamocortical
neurons. J. Neurosci. 26, 4247-4255. (d0i:10.1523 /JNEUROSCI.3812-05.2006)

Montani F, Deleglise EB, Rosso OA. 2014 Efficiency characterization of a large neuronal
network: a causal information approach. Physica A 401, 58-70. (doi:10.1016/j.physa.2013.
12.053)

Schnitzler A, Gross J. 2005 Normal and pathological oscillatory communication in the brain.
Nat. Rev. Neurosci. 6, 285-296. (d0i:10.1038 /nrn1650)

P E Ry e - |


http://dx.doi.org/doi:10.1109/ISIT.2007.4557115
http://dx.doi.org/doi:10.1103/PhysRevE.71.047102
http://dx.doi.org/doi:10.1103/PhysRevE.71.047102
http://dx.doi.org/doi:10.1016/S0375-9601(97)00855-4
http://dx.doi.org/doi:10.1063/1.2991106
http://dx.doi.org/doi:10.1016/j.physa.2003.11.005
http://dx.doi.org/doi:10.1016/0375-9601(95)00867-5
http://dx.doi.org/doi:10.1103/PhysRevE.65.041905
http://dx.doi.org/doi:10.1016/j.physa.2005.11.053
http://dx.doi.org/doi:10.1016/j.physa.2005.11.053
http://dx.doi.org/doi:10.3390/e14081553
http://dx.doi.org/doi:10.1103/PhysRevLett.99.154102
http://dx.doi.org/doi:10.1140/epjb/e2013-30764-5
http://dx.doi.org/doi:10.1016/j.physa.2010.07.006
http://dx.doi.org/doi:10.1016/j.physa.2005.05.022
http://dx.doi.org/doi:10.1016/j.physa.2005.05.022
http://dx.doi.org/doi:10.1103/PhysRevE.82.046212
http://dx.doi.org/doi:10.1109/JQE.2010.2078799
http://dx.doi.org/doi:10.1103/PhysRevE.86.046210
http://dx.doi.org/doi:10.1103/PhysRevE.86.046210
http://dx.doi.org/doi:10.3389/fncel.2014.00320
http://dx.doi.org/doi:10.1016/j.neuron.2009.01.008
http://dx.doi.org/doi:10.1523/JNEUROSCI.3812-05.2006
http://dx.doi.org/doi:10.1016/j.physa.2013.12.053
http://dx.doi.org/doi:10.1016/j.physa.2013.12.053
http://dx.doi.org/doi:10.1038/nrn1650

	Introduction
	Simple model of spiking neurons
	Information theory quantifiers
	Shannon entropy, fisher information measure and Martín--Plastino--Rosso statistical complexity

	An information theoretic characterization of the fundamental neuro-computational features of biological neurons
	Discussions and conclusion
	References

