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Abstract

We present the radio luminosity function (LF) of flat-spectrum radio quasars (FSRQ), using the the largest and most complete sample to date. Cross-matching between the FIRST 20 cm and GB6 6 cm radio surveys, we find 638 flat-spectrum radio sources above 220 mJy at 1.4 GHz; of these, 327 are are classified and verified using optical spectroscopy data, mainly from Sloan Digital Sky Survey Data Release 12. We also considered flat-spectrum radio sources that lack both literature references and optical spectroscopy, and we identified 12 out of the 43 such sources to potentially be FSRQs, using their WISE colors. From the fully identified sample of 242 FSRQs, we derived the radio LF and cosmic evolution of blazars at 1.4 GHz, finding good agreement with previous work at 5 GHz. The number density of FSRQs increases dramatically to a redshift of $z \sim 2$ and then declines for higher redshifts. Furthermore, the redshift at which the quasar density peaks is clearly dependent on luminosity, with more luminous sources peaking at higher redshifts. The approximate best-fit LF for a luminosity-dependent evolutionary model is a broken power-law with slopes $\sim 0.7$ and $\sim 1.7$ below and above the break luminosity, log$L_{1.4} \sim 43.8$ erg s$^{-1}$, respectively.
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1. Introduction

Blazars are among the most energetic and common objects in the high energy sky, despite being a rare subclass of active galactic nuclei (AGNs). They are defined by flat radio spectra plus large amplitude, rapid variability of non-thermal emission across the electromagnetic spectrum (Urry & Padovani 1995). We understand blazars as AGN with Doppler-boosted relativistic jets pointing along the line of sight (Blandford & Rees 1978; Urry & Padovani 1995). The relativistic beaming of blazar jets results in interesting observational characteristics explaining most blazar features, and the numbers and properties of misdirected blazars are consistent with radio galaxies (Padovani & Urry 1990, 1991, 1992).

Blazars can be divided into two subclasses on the basis of their optical spectra: flat-spectrum radio quasars (FSRQ) having strong, broad emission lines, and BL Lac objects having weak or no emission lines (equivalent widths EW < 5 Å; Stickel et al. 1991).

Because relativistic jets cause the blazar phenomenon, all blazars emit strongly at radio wavelengths. Previous studies have identified radio emission as a fundamental property of blazars (Giommi & Padovani 1994; Giommi et al. 1995; Fossati et al. 1997). Recently, Mao et al. (2016) also found the entire SED of blazars could be constructed reasonably well, starting from the radio luminosity. The radio luminosity function (LF) of blazars directly probes the evolving energy distribution of their jets. Some theories link blazar evolution to the cosmic evolution of the spin states of massive black holes, where rotational energy is converted into the kinetic energy of the outflowing jet (Blandford & Znajek 1977). Therefore blazar LFs may provide crucial insights into black hole spin and the growth history of the host galaxy (Falomo et al. 2014).

While there have been numerous recent works on the X-ray LFs of blazars (Giommi & Padovani 1994; Rector et al. 2000; Wolter & Celotti 2001; Caccianiga et al. 2002; Beckmann et al. 2003; Padovani et al. 2007) and $\gamma$-ray (Salamon & Stecker 1994; Chiang & Mukherjee 1998; Hartman et al. 1999; Ajello et al. 2012), there have been relatively fewer determinations of radio LFs. Since blazars are rare among AGN (due to their small-angle orientation), previous samples used to construct radio blazar LFs were relatively small, and based on the brightest objects. Padovani & Urry (1992) constructed a 2.7 GHz radio LF for FSRQs from 50 sources from the 2 Jy sample using the classic $\Sigma 1/V_m$ method (Schmidt 1968). They found that FSRQs evolve positively, with $(V/V_m) \approx 0.64$, and radio power evolving as $P(z) = P(0) \exp(T(z)/\tau)$, where $T(z)$ is the lookback time and $\tau = 0.25$ in units of the Hubble time. Wall et al. (2005) constructed a 2.7 GHz radio LF of quasars based on the Parkes 0.25 Jy sample, using the $\Sigma 1/V_m$ method binned in redshift and luminosity. They saw an increase in space density from low redshifts to $z \sim 1.5$, followed by a decline at higher redshift. Although their work was based on 355 objects, only 126 were spectroscopically confirmed quasars. Using the 1 Jy sample (Kuehr et al. 1981), Ricci et al. (2006) estimated the 5 GHz radio LF from 206 FSRQs, again using the $\Sigma 1/V_m$ method. In agreement with earlier works, they found positive evolution out to $z \sim 2.5$, followed by a decline. The most recent radio/microwave LF of FSRQs was calculated by Giommi et al. (2009) using 137 FSRQs from the WMAP3 sample at 41 GHz (much higher in frequency than the other radio surveys); they also saw positive evolution, with $(V/V_m) \approx 0.62$. 


In this paper, we compute the 1.4 GHz LF measured from a sample of 285 FSRQs detected in the FIRST and GB6 radio surveys, 200 of which we personally verified as FSRQs based on published optical spectra. This is roughly double the size of earlier spectroscopically validated FSRQ samples. In Section 2, we describe the sample selection, including the data used, the cross-matching between the two radio surveys, and the optical classifications, many of which were previously unpublished and/or not verified explicitly. Section 3 presents the derivation of the LF of FSRQs and discusses possible sources of uncertainty. In Section 4 we discuss the implications of our LF and state our conclusions.

We use cgs units unless otherwise stated. The spectral index, $\alpha$, is defined as the power-law exponent of the flux density, $S_\nu \propto \nu^{-\alpha}$. The cosmological parameters $H_0 = 70$ km s$^{-1}$ Mpc$^{-1}$ and $\Omega_m = 0.72$ (Hinshaw et al. 2013) are used, with the exception of the section where we compare our LF with previous works that used a different cosmology. All references of the logarithmic function are in base 10.

2. Sample Selection

2.1. Radio Cross-matches

To build the largest sample of flat-spectrum radio quasars, we started with the radio catalog of the Faint Images of the Radio Sky at Twenty Centimeter (FIRST) survey (White et al. 1997; Helfand et al. 2015), which covered 10,575 deg$^2$ of the sky (8,444 deg$^2$ in the north Galactic cap and 2131 deg$^2$ in the south Galactic cap); and the Green Bank 6 cm (GB6) Radio Source Catalog (Gregory et al. 1996), which covered 17,000 deg$^2$ of the sky at $0^\circ < \delta < 75^\circ$. The specific choice of the FIRST survey was because it covers much the same area as the Sloan Digital Sky Survey (SDSS; Ahn et al. 2012), which maximizes the chances of having optical photometry and spectrum for each of the sources to use in further classification and analyses. GB6 was chosen since it also has good overlap with FIRST (Figure 1). Figure 1 shows the largely overlapping footprints of the FIRST (the black region) and GB6 (the red region) surveys.

We cross-matched the radio position of each FIRST source with sources in the GB6 catalog, taking into account the positional uncertainties of both radio surveys. This led to an initial sample of 18,273 common objects among the 946,432 sources in the FIRST catalog and the 75,162 sources in the GB6 catalog.

To test for the probability of spurious matches, we used the following statistical approach. We built 100 mock replicas of the GB6 catalog by shifting each source position in a random direction of the sky by a fixed length of $5^\circ$. This shift, adopted to create a set of mock GB6 catalogs, was chosen to be not too far from the original position and within the FIRST footprint. This allowed us to obtain fake catalogs with a sky distribution similar to the original GB6, and to perform the cross-match, taking into account the local density distribution of radio sources. The total number of GB6 sources in each mock catalog was also preserved.

For each mock catalog, we counted the number of associations, with the FIRST occurring at angular separations $R$ smaller than $300^\prime$. Then we computed the mean number $\lambda(R)$ of these mock associations, averaged over the 100 fake catalogs, and we verified that $\lambda(R)$ has a Poisson distribution. Increasing the radius by $\Delta R = 0^\prime 5$, we also computed the difference $\Delta \lambda(R)$ as

$$\Delta \lambda(R) = \lambda(R + \Delta R) - \lambda(R).$$

We then compared $\Delta \lambda(R)$ with the number of real associations (i.e., $\Delta N(R)$) occurring within the same $\Delta R$.

In Figure 2 we show the comparison between $\Delta N(R)$ and $\Delta \lambda(R)$. For radii larger than $R_{\text{max}} = 160^\prime$, the $\Delta \lambda(R)$ curve superimposes that of $\Delta N(R)$, indicating that GB6-FIRST cross-matches could occur and be spurious.

Then we computed the probability of spurious associations $p(R)$ as the ratio between $N(R)$ and $\lambda(R)$, corresponding to a
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The FIRST radio survey was carried out, by design, over the footprint of the SDSS (Alam et al. 2015), allowing us to obtain optical spectroscopic information for a large fraction of the sources in our sample. This is crucial to down-selecting to a bona-fide FSRQ sample, defined as flat-spectrum radio sources with quasar-like broad optical emission lines.

Of the 638 radio sources with flat radio spectra, 327 have an optical spectrum available in the literature, 266 from SDSS and the rest from various other sources identified through the NASA Extragalactic Database (NED). We inspected these optical spectra and classified them according to the criteria described in Véron-Cetty & Véron (2000), as BL Lac object (BLL), quasar (QSO), normal galaxy (GAL), Seyfert galaxy (SEY), or normal star (STAR). Figure 3 shows examples of the first four types of spectra.

Objects for which the available optical spectrum has a signal-to-noise ratio lower than 3 were labeled as NOISE (12 cases of SDSS spectra), while those for which we could not identify emission and/or absorption lines were marked uncertain (UNC).

Since the goal of our analysis is to build the LF of FSRQs, we want only sources that clearly show broad emission lines in the optical spectra. It is worth noting that the spectrum of a quasar at low redshift (i.e., $z < 0.3$) could, if it had a low signal-to-noise ratio and/or was observed over a narrow band, be classified as a Seyfert galaxy (Véron-Cetty & Véron 2000). Accordingly, we classified them as quasars because of their high radio luminosity ($\nu L_{\nu, 1.4\, \text{GHz}} > 5 \times 10^{41} \text{erg s}^{-1}$, Peterson 1997). Below this level, any objects classified as Seyfert galaxies or normal galaxies are too under-luminous to have a powerful radio jet (Véron-Cetty & Véron 2000).

Of the remaining 311 sources without published spectra, 119 have reported redshifts and/or classifications in the literature, even though we could not confirm their identifications ourselves. Finally, for 113 of the 638 flat-spectrum sources, we could find no optical spectroscopic information; the impact of omitting these objects on the sample completeness is discussed in Section 2.5.

2.3. Contamination

Since we combined radio-flux density at 1.4 GHz from the FIRST survey (with a $\sim 5''$ beam) and the GB6 4.85 GHz survey (with a $\sim 3.5''$ beam), there is a difference of at least a factor of 40 in spatial resolution. This could lead to inaccurate flux arising from extended radio morphology and/or nearby radio sources in the estimate of the radio spectral index, which in turn could result in a flatter spectral index than what we estimated by combining the flux densities of the two surveys. Since we only care about the FSRQs in our sample, we adopted the following strategy to check the presence of this contamination.

First we cut out from the FSRQ sample all those sources that in the FIRST radio images show a distinct nearby source or extended radio emission associated within 3.5’ from the location of the optical-radio cross-match in the FSRQ sample, and having flux density greater than 10% of the source core value. This leads to the exclusion of 32 out of 45 QSOs and 11 out of 20 QSOs with extended morphology and/or nearby radio objects. These 43 sources are relatively low-redshift sources with a maximum redshift of $z = 1.9$.

Then we also performed cross-matches between our final sample and the CRATES sample (Healey et al. 2007), which is also a well-studied catalog of flat-spectrum radio sources. Using an angular separation of $5''$, we found 405 out of the 638 sources in our sample are also in CRATES, and only two QSOs in our sample did not have a CRATES counterpart. Figure 4 shows the comparison between radio spectral indices calculated...
We ran our fitting algorithm with a sample, excluding the 17 sources and including those 2 sources, and verified that the results were essentially unchanged.

The methodology for matching radio catalogs with differing spatial resolutions is discussed in detail by Kimball & Ivezić (2008), and we have also compared our cross-matches between FIRST and GB6 to those reported in that paper as a final sanity check. Apart from eight QSOs in our sample that are not included in Kimball & Ivezić (2008), all other cross-matches are identical between our sample and the Kimball et al. sample.

### 2.4. Final FSRQ Sample

Out of the 327 objects with optical spectra classified, 200 were classified as FSRQs (of which 168 are free from contamination), 26 were classified as BL Lacs, 38 were classified as Seyferts, 41 were classified as Galaxies, 2 were classified as stars, and 12 and 8 indicated as noisy or uncertain, respectively. An additional 85 quasars (of which 74 are free from contamination) out of the 119 with a literature description were also included in the inclusive sample. The composition of our sample is summarized in Table 1.

As a result, we have two final samples of FSRQs: a clean sample with 168 verified sources, and an inclusive sample with 242 sources. In Table 2 we report the FIRST and GB6 names for each source together with their coordinates, our classification, the redshift, and a flag to highlight those sources classified in the inclusive but not the clean sample (i.e., with classifications in the literature but not by us). Figure 5 shows the spectral index and the flux distributions of the clean and the inclusive sample.

### 2.5. LF Incompleteness

Throughout the sample selection process, several steps potentially introduced incompleteness into our FSRQ sample, and each is addressed here.
Since the spectral index $\alpha$ is inferred from the radio fluxes, the uncertainties of the flux measurements get propagated and resulted in an error $\alpha_D$. Using the same selection criteria we have used in building our sample, we find there are 697 sources above 200 mJy (chosen to be slightly lower than our sample flux limit) with a radio spectral index $\alpha \leq 0.5$, yet 187 of these have $\alpha + \Delta \alpha > 0.5$. In other words, these sources could have steep radio spectra and thus may need to be excluded from the sample. On the other hand, 256 sources with a flux density above 200 mJy have $\alpha > 0.5$ and $\alpha - \Delta \alpha < 0.5$; that is, these sources potentially have flat radio spectrum, in which case they ought to be included in our sample. With these two numbers, we estimate the incompleteness introduced by the cut on radio spectral index to be 10%.

Out of the 638 sources in our sample, there are 113 sources of unknown classification, even after thorough searches in the literature (Section 2.2), and our LF would not be complete without investigating and addressing these sources. While we cannot accurately classify them without spectroscopic data, there are ways to speculate about their true identities.

With the advent of the WISE observations, there are new selection techniques for AGN based on their mid-IR colors (e.g., Jarrett et al. 2011; Massaro et al. 2011; Stern et al. 2012; Assef et al. 2013; D’Abrusco et al. 2013, 2014; Mateos et al. 2013). Many of these methods were fine-tuned to identify AGN selected by mid-IR colors (i.e., Spitzer) or X-ray emission (e.g., Stern et al. 2005). It is worth mentioning that even at low frequencies (i.e., below $\sim$1 GHz), radio observations combined with WISE data have been extremely useful for identifying new FSRQs (Massaro et al. 2013a, 2014a; Nori et al. 2014; Giroletti et al. 2016).

We then searched for WISE counterparts of our 638 sources, within 3 arcsec of the FIRST position (D’Abrusco et al. 2013; Massaro et al. 2013a), obtaining 431 matches, with no object having more than one counterpart. Plotting the 388 sources with definite classifications on the WISE color space confirmed that the FSRQs in our inclusive sample show the mid-IR colors.

Since the spectral index $\alpha$ is inferred from the radio fluxes, the uncertainties of the flux measurements get propagated and resulted in an error $\Delta \alpha$. Using the same selection criteria we have used in building our sample, we find there are 697 sources above 200 mJy (chosen to be slightly lower than our sample flux limit) with a radio spectral index $\alpha \leq 0.5$, yet 187 of these have $\alpha + \Delta \alpha > 0.5$. In other words, these sources could have steep radio spectra and thus may need to be excluded from the sample. On the other hand, 256 sources with a flux density above 200 mJy have $\alpha > 0.5$ and $\alpha - \Delta \alpha < 0.5$; that is, these sources potentially have flat radio spectrum, in which case they ought to be included in our sample. With these two numbers, we estimate the incompleteness introduced by the cut on radio spectral index to be 10%.

Out of the 638 sources in our sample, there are 113 sources of unknown classification, even after thorough searches in the literature (Section 2.2), and our LF would not be complete without investigating and addressing these sources. While we cannot accurately classify them without spectroscopic data, there are ways to speculate about their true identities.

With the advent of the WISE observations, there are new selection techniques for AGN based on their mid-IR colors (e.g., Jarrett et al. 2011; Massaro et al. 2011; Stern et al. 2012; Assef et al. 2013; D’Abrusco et al. 2013, 2014; Mateos et al. 2013). Many of these methods were fine-tuned to identify AGN selected by mid-IR colors (i.e., Spitzer) or X-ray emission (e.g., Stern et al. 2005). It is worth mentioning that even at low frequencies (i.e., below $\sim$1 GHz), radio observations combined with WISE data have been extremely useful for identifying new FSRQs (Massaro et al. 2013a, 2014a; Nori et al. 2014; Giroletti et al. 2016).

We then searched for WISE counterparts of our 638 sources, within 3 arcsec of the FIRST position (D’Abrusco et al. 2013; Massaro et al. 2013a), obtaining 431 matches, with no object having more than one counterpart. Plotting the 388 sources with definite classifications on the WISE color space confirmed that the FSRQs in our inclusive sample show the mid-IR colors.

### Table 1

<table>
<thead>
<tr>
<th>Class</th>
<th>Clean</th>
<th>Inclusive</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total</td>
<td>327</td>
<td>638</td>
</tr>
<tr>
<td>FSRQs</td>
<td>168/200</td>
<td>242/285</td>
</tr>
<tr>
<td>BL Lacs</td>
<td>26</td>
<td>36</td>
</tr>
<tr>
<td>Seyferts</td>
<td>38</td>
<td>39</td>
</tr>
<tr>
<td>Galaxies</td>
<td>41</td>
<td>120</td>
</tr>
<tr>
<td>Star</td>
<td>2</td>
<td>23</td>
</tr>
<tr>
<td>Noise</td>
<td>12</td>
<td>12</td>
</tr>
<tr>
<td>Uncertain</td>
<td>8</td>
<td>10</td>
</tr>
<tr>
<td>Unknown</td>
<td>0</td>
<td>113</td>
</tr>
</tbody>
</table>

**Notes.**

- The number of sources with optical spectra available in the literature and classified consistently by us.
- The sample was extended by including sources that have published designations in the literature but no spectra.
- Smaller number represents the sample without possibly contaminated sources.

Since the spectral index $\alpha$ is inferred from the radio fluxes, the uncertainties of the flux measurements get propagated and resulted in an error $\Delta \alpha$.

### Figure 4

Comparison between the radio spectral indices for FSRQs in the clean and inclusive sample that are calculated by this work and by Healey et al. (2007). The calculations agree in general with very few border-line cases. There are seventeen objects in our sample with a steep radio spectrum ($\alpha > 0.5$), as reported in Healey et al. (2007), and we verified that the LF results are essentially unchanged with or without these 17 objects.

### Figure 5

Spectral index (top) and flux (bottom) distributions of the inclusive FSRQ sample.
Table 2
The Complete Data for the Radio-flux-limited Sample of Flat-spectrum Sources

<table>
<thead>
<tr>
<th>FIRST Name</th>
<th>GB6 Name</th>
<th>R.A.</th>
<th>Decl.</th>
<th>z</th>
<th>Class</th>
<th>Clean'</th>
<th>α</th>
<th>(F_{\text{int}^{a}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>FIRSTJ002903.5+080934</td>
<td>GB6 J0029+0509</td>
<td>7.2650</td>
<td>5.1597</td>
<td>1.6330</td>
<td>qso</td>
<td>No</td>
<td>0.1324</td>
<td>436.020</td>
</tr>
<tr>
<td>FIRSTJ002945.8+055440</td>
<td>GB6 J0029+0554B</td>
<td>7.4412</td>
<td>5.9113</td>
<td>1.3170</td>
<td>qso</td>
<td>No</td>
<td>–0.0754</td>
<td>303.760</td>
</tr>
<tr>
<td>FIRSTJ003545.0+143801</td>
<td>GB6 J0035+1438</td>
<td>8.9337</td>
<td>14.6338</td>
<td>2.4479</td>
<td>QSO</td>
<td>Yes</td>
<td>–0.2368</td>
<td>252.880</td>
</tr>
<tr>
<td>FIRSTJ012156.8+042224</td>
<td>GB6 J0121+0422</td>
<td>20.4869</td>
<td>4.3735</td>
<td>0.6370</td>
<td>qso</td>
<td>No</td>
<td>–0.2223</td>
<td>967.430</td>
</tr>
<tr>
<td>FIRSTJ014922.3+055553</td>
<td>GB6 J0149+0555</td>
<td>27.3432</td>
<td>5.9335</td>
<td>2.3450</td>
<td>QSO</td>
<td>Yes</td>
<td>–0.3243</td>
<td>1031.530</td>
</tr>
<tr>
<td>FIRSTJ020346.6+113445</td>
<td>GB6 J0203+1134</td>
<td>30.9445</td>
<td>11.5793</td>
<td>3.6390</td>
<td>qso</td>
<td>No</td>
<td>0.1499</td>
<td>971.510</td>
</tr>
<tr>
<td>FIRSTJ020706.9+065901</td>
<td>GB6 J0207+0659</td>
<td>31.7789</td>
<td>6.9837</td>
<td>0.3600</td>
<td>qso</td>
<td>No</td>
<td>–0.1253</td>
<td>641.380</td>
</tr>
<tr>
<td>FIRSTJ021748.9+014449</td>
<td>GB6 J0217+0144</td>
<td>34.4539</td>
<td>1.7471</td>
<td>1.7150</td>
<td>qso</td>
<td>No</td>
<td>–0.5337</td>
<td>789.510</td>
</tr>
<tr>
<td>FIRSTJ023407.1+044463</td>
<td>GB6 J0234+0446</td>
<td>38.5298</td>
<td>4.7786</td>
<td>2.0600</td>
<td>qso</td>
<td>No</td>
<td>0.0296</td>
<td>382.210</td>
</tr>
<tr>
<td>FIRSTJ023951.2+041621</td>
<td>GB6 J0239+0416</td>
<td>39.9636</td>
<td>4.2727</td>
<td>0.9780</td>
<td>qso</td>
<td>No</td>
<td>–0.2437</td>
<td>811.790</td>
</tr>
<tr>
<td>FIRSTJ024918.0+061951</td>
<td>GB6 J0249+0619</td>
<td>42.3250</td>
<td>6.3311</td>
<td>1.8810</td>
<td>qso</td>
<td>No</td>
<td>–0.0483</td>
<td>587.970</td>
</tr>
</tbody>
</table>

Notes.

\(^{a}\) The full sample table contains 242 rows, and is available in a machine readable format online.

\(^{b}\) Source classification: BL Lac object (BLL), quasar (QSO), normal galaxy (GAL), Seyfert galaxy (SEY), star (STAR), low signal to noise (NOISE), and uncertain (UNC). Capital letters indicate classification done via inspecting the optical spectrum, while small letters indicate classification obtained through literature.

\(^{c}\) Clean if the source spectrum was optically verified.

\(^{d}\) Integrated flux at 1.4 GHz, in units of mJy.

(This table is available in its entirety in machine-readable form.)

expected of this blazar subclass (D’Abrusco et al. 2012), and blazars are well separated from the generic extragalactic sources (D’Abrusco et al. 2014).

Another 43 matched sources are not classified by optical spectrum; these are a large fraction of the 113 flat-spectrum radio sources with unknown classification. To investigate the nature of these 43 objects, we compared their mid-IR colors with those of known blazars (Massaro et al. 2013b, 2013c) in the sample recently built to investigate the IR-gamma-ray connection (Massaro & D’Abrusco 2016). This sample contains 23,978 generic extragalactic sources (non-blazars), 426 FSRQs, and 610 BL Lacs. The 1036 blazars are selected from the most recent release of Roma-BZCAT (Massaro et al. 2015), and the generic IR sources are selected from WISE at high Galactic latitudes.

We utilized several machine learning algorithms and trained a classifier for the source class based on their WISE colors (W1–W2) and (W2–W3). To avoid the “class imbalance” problem, we randomly split the generic class into 38 subclasses of 631 sources and trained 38 classifiers separately. The final classifier was taken as the average of the 38 trained sub-classifiers.

Several typical classification models were used, such as random forest (Breiman 2001), support vector machine (Cortes & Vapnik 1995), gradient boost (Friedman 2001), and so on, and we found out that the simple logistic regression algorithm gives the best result in the training sample, resulting in a prediction accuracy of 86.6 ± 0.3%. Using this classifier, 12 of the 43 unknown sources with WISE counterparts were predicted to be quasar-like objects. Figure 6 shows the classification result of these 43 sources on the WISE colors plot on top of the training sample. We conclude that 32 of the 113 unknown sources might be FSRQs missing from our sample:12

None of these 12 predicted quasar-like sources have a redshift reported in literature; instead, we estimated their redshifts using a K-Nearest Neighbor (KNN) regression calculated as a distance-weighted average (distance in the WISE colors plot) of the redshifts of the FSRQs around them on the plot. Table 3 shows the name, redshift, and radio fluxes of these 12 sources. In Section 4 we calculated the best-fit LF, including these 12 quasar-like objects from the unknown sample, as well as for the clean and inclusive samples. These results are reported in Tables 4 and 5.

Combining these estimates, the total number of FSRQs in our sample could be as many as 301.13 This means that the incompleteness correction for our clean, inclusive and unknown samples are 0.559, 0.805, and 0.845, respectively. This incompleteness is incorporated into our sky coverage function, and the \(\log N-\log S\) plot of different samples would therefore end up perfectly overlapping, once we take it into consideration.

3. Luminosity Function

3.1. Method

We used the maximum-likelihood (ML) algorithm to compute the LF without loss of information by binning, as happens in the classic \(\Sigma 1/V_m\) approach (Schmidt 1968). The ML method was first used for LFs by Marshall et al. (1983) and more recently has been used for sub-millimeter galaxies (Wall et al. 2008) and blazars detected by Swift and Fermi (Ajello et al. 2009, 2012).

In the ML formulation, the spatial density of FSRQs as a function of their radio luminosity at 1.4 GHz and redshift

12 \(12/43 \times 113 = 31.5\).

13 \((242 + 12/43 \times 113) \times (1 + 0.099) = 300.6\).
The best-fit LF is then found by comparing the number of expected objects to the observed number (considering detection limits and selection effects, details below) through an ML estimator. In Equation (2), luminosity-redshift space is divided into fine intervals of size \( dL \, dz \). Defining the number density of FSRQs at luminosity \( L \) and redshift \( z \) as \( \lambda(L, z) \), the expected number of FSRQs in that small interval is

\[
\lambda(L, z) \, dL \, dz = \Phi(L, z) \Omega(L, z) \times \frac{dV}{dz} \, dL \, dz, \tag{3}
\]

where \( \Omega(L, z) \) is sky coverage, evaluated as the product of the survey solid angle, the incompleteness correction (see Section 2.5), and the probability of detecting in the survey an FSRQ with luminosity \( L \) and redshift \( z \). The overlap of the FIRST and GB6 survey footprints is roughly 9500 deg\(^2\), which is about 23% of the sky, or a total solid angle of \( \pi \cdot 0.23 = 2.89 \, \text{sr} \). The detection probability for the FIRST survey is a simple step function with value 1 for observed flux greater than 220 mJy and 0 otherwise.

Taking the limit as \( dL \to 0 \) and \( dz \to 0 \) in the usual way, \( \lambda \) becomes either 0 or 1 for either no FSRQ detected or exactly one FSRQ detected. The likelihood function based on joint Poisson probabilities is then

\[
L = \prod_i \lambda_i \, dL_i \, dz_i \, e^{-\lambda_i \, dL_i \, dz_i} \times \prod_{j \neq i} e^{-\lambda_j \, dL_j \, dz_j}, \tag{4}
\]
where the first product is the joint probability density of observing each blazar in our sample in the infinitesimal bin of \((L_i, z_i)\) having exactly one FSRQ, and the second product is the joint probability of observing zero FSRQs in all other bins \((L_j, z_j)\), where \(j \neq i\). Considering the log likelihood \(B = -2 \ln L\) and dropping constant terms, we get

\[
B = -2 \sum_i \ln \frac{d^2 N}{dL \, dz} + 2 \int_{z_{\text{min}}}^{z_{\text{max}}} \int_{L_{\text{min}}}^{L_{\text{max}}} \lambda \, dL \, dz.
\]

(5)

The limits of integration used in Equation (5) were \(z_{\text{min}} = 10^{-2}\), \(z_{\text{max}} = 6\), \(L_{\text{min}} = 10^{38}\) erg s\(^{-1}\), and \(L_{\text{max}} = 10^{46}\) erg s\(^{-1}\). While the results of the analysis do not depend on the upper limits of integration, \(z_{\text{max}}\) or \(L_{\text{max}}\) (as long as they are higher than observed values for the sample), the lower limits \(z_{\text{min}}\) and \(L_{\text{min}}\) were chosen to be a few times lower than the minimum values observed in our data so that the low-luminosity, low-redshift FSRQs are accounted for.

To visualize the fitted LF, we compare observed quantities to those predicted by the LF (Figures 7, 8). Specifically, we plot the following three distributions:

\[
\frac{dN}{dz} = \int_{L_{\text{min}}}^{L_{\text{max}}} \lambda(L, z) dL,
\]

(6)

\[
\frac{dN}{dL} = \int_{z_{\text{min}}}^{z_{\text{max}}} \lambda(L, z) dz,
\]

(7)

and

\[
N(>S) = \int_{z_{\text{min}}}^{z_{\text{max}}} \int_{L(>S)}^{L_{\text{max}}} \Phi(L, z) dL \, dz,
\]

(8)

using the same integration limits as before, where \(L(z, S)\) represents the minimum luminosity of an FSRQ at redshift \(z\) with a flux limit of \(S\).

We also display the observed LF (\(\Phi^o\), Figure 9), where (Ajello et al. 2009, 2012)

\[
\Phi^o(L_i, z_j) = \Phi^o(L_i, z_j) \frac{N_o^o}{N_p^o}.
\]

(9)

Here, \(L_i\) is the median value of the \(i\)th luminosity bin, and \(z_j\) is the \(j\)th redshift bin within that luminosity bin; the predicted number density, \(\Phi^o(L_i, z_j)\), is the best-fit LF evaluated at these median luminosity and redshift values; and \(N_o^o\) and \(N_p^o\) are the observed and predicted number of FSRQs in the bin.

### 3.2. Pure Luminosity Evolution

The space density of radio-quiet AGN is known to be maximal at intermediate redshift. The epoch of this redshift peak correlates with source luminosity (Ueda et al. 2003; Hasinger et al. 2005), perhaps due to the combined effect of supermassive black hole growth over cosmic time and a falloff in fueling activity as the rate of major mergers decreases at late times. To test whether this is also true in the FSRQ population, we fit the data using a pure luminosity evolution (PLE) model of the form

\[
\Phi(L, z) = \Phi(L/e(z)),
\]

(10)

where

\[
\Phi(L/e(z = 0)) = \frac{A}{(\ln 10)L} \left[ \left( \frac{L}{L_e} \right)^{\gamma_1} + \left( \frac{L}{L_e} \right)^{\gamma_2} \right]^{-1},
\]

(11)

and

\[
e(z) = (1 + z)^{k+\xi}.
\]

(12)

In this formulation, only the luminosity evolves, and positive evolution \((k > 0)\) indicates that the FSRQs were more luminous in the past and vice versa. From Equation (12), it is also apparent that the luminosity evolution of FSRQs peaks at \(z_e = -1 - k\xi\). While the PLE LF is generally represented as a double power-law, as in Equation (11), our algorithm failed to converge, indicating that this functional relationship is not possible.
form indeed describes our sample poorly. Specifically, $L_\nu$ had too much freedom, and $\gamma_1$ and $\gamma_2$ also became highly correlated. Our sample demanded an LF in the form of a single power-law with one slope.

We therefore modified Equation (11) to

$$\Phi(L/e(z = 0)) = \frac{A}{(\ln 10)} L^{-\gamma_1}. \quad (13)$$
Best-fit values for the fit parameters ($A$, $\gamma$, $k$, $\xi$) are reported in Table 4 for both the clean and inclusive samples, and the distributions in Equations (6), (7), and (8) are shown in Figure 7. It is clear that the FSRQs exhibit positive evolution, with best-fit $k = 6.37 \pm 0.56$ (for the clean sample) and redshift peak at $z_c = 2.19$. The subsequent rate of decrease of the luminosity above the peak redshift is well constrained ($\xi = -0.50 \pm 0.05$).
3.3. Luminosity-dependent Density Evolution and the Redshift Peak

AGN populations tend to have luminosity-dependent density evolution (LDDE; Ueda et al. 2003; Ajello et al. 2012), so we also fit the FSRQ to a model of this type, in which the evolution is primarily in density with a luminosity-dependent redshift peak,

\[ \Phi(L, z) = \Phi(L) \times e(z, L), \]  

(14)

where

\[ e(z, L) = \left[ \left( \frac{1 + z}{1 + z_c(L)} \right)^{\beta_1} + \left( \frac{1 + z}{1 + z_c(L)} \right)^{\beta_2} \right]^{-1}, \] 

(15)

and

\[ z_c(L) = z_c^* \cdot (L/L_{\text{factor}})^{\alpha}. \]  

(16)

\( \Phi(L, z) \) is the same double power-law as in Equation (11). This parameterization is similar to that used by Ueda et al. (2003), but is continuous around the redshift peak \( z_c(L) \), which has the advantage for the fitting algorithm of smooth derivatives of the fitting function. Therefore the \( z_c(L) \) term corresponds to the (luminosity-dependent) redshift where the evolution changes sign, with \( z_c^* \) being the redshift peak for an FSRQ with a luminosity of \( L_{\text{factor}} \) (trial and error leads to \( L_{\text{factor}} = 10^{43} \text{ erg s}^{-1} \)).

The LDDE model provides a good fit to the FSRQ sample, reproducing the observed distributions in Figure 8. The fitted parameters are reported in Table 5, and the ratio of the log-likelihoods indicates a better fit for the LDDE than the PLE model (marginal improvement for the clean sample, significant improvement for the inclusive sample).

The parameters also confirm that the redshift of maximum space density increases with increasing luminosity. (The power-law index of the redshift-peak evolution is \( \alpha = 0.08 \pm 0.05 \).) This redshift evolution can be seen in Figure 9, which shows the change in space density for different luminosity bins.

3.4. Comparison with Previous Results

To obtain the model LF of FSRQ at redshift \( z = 0 \), we de-evolve the luminosities (PLE) or densities (LDDE) according to the best-fit parameters. To compare to survey data, we extrapolate the luminosities and densities according to the appropriate evolution (with either PLE or LDDE best-fit parameters) and then use the \( \sum 1/V_{\text{max}} \) method (Schmidt 1968) to construct the observed LF at \( z = 0 \). Ordinarily, the maximum volume for a source corresponds to the maximum redshift at which it would still be above the flux limit of the sample. Here we weigh the maximum volume \( V_{\text{max}} \) by the PLE or LDDE evolution:

\[ V_{\text{max}} = \int_{z_{\text{min}}}^{z_{\text{max}}} \Omega(L_i, z) \cdot e(z, L_i) \cdot \frac{dV}{e(z_{\text{min}}, L_i)} \, dz, \]  

(17)

where \( L_i \) is the source luminosity, \( z_{\text{max}} \) is the redshift above which the source drops out of the survey, and \( e(z, L_i) \) is the evolution term defined in Equation (15), normalized at the minimum redshift \( z_{\text{min}} = 0 \) to which the LF is to be de-evolved.

In the LF, the individual uncertainties of each of the best-fit parameters are reported in Tables 4 and 5. These were found by minimizing Equation (5) and then varying the parameter of interest while the others float. The process is repeated until a variation of \( \Delta B = 1 \) is achieved, which provides an estimate of the 68% confidence interval for that parameter (Avni 1976).
Since \( \Phi(L, z) \) has multiple parameters in both the PLE and the LDDE models, its uncertainties were calculated by applying a Jack-knife method, as well as making use of the covariance matrix from the fitted result. In the Jack-knife process, one of the 200 sources is omitted and the LF re-fitted; then the process is repeated, leaving out a different source each time. The gray bands in Figures 10 and 11 show the range of the resulting 200 fitted LFs, and we take this band to...
be the statistical uncertainty on the space density. As an alternative approach, we did a Monte-Carlo simulation, drawing 1000 sets of parameters from the covariance matrix, taking into account the correlations among the parameters of the model. The re-sampled parameters were then used to compute the $\pm 1\sigma$ error of the LF at $z = 0$. In Figures 10 and 11, the yellow bands indicate the LF errors computed using the covariance matrix. The local LF agrees well with the one obtained through the $\sum 1/V_{\text{max}}$ approach, and the LDDE model agrees better than the PLE model. The gray and yellow bands also show the true statistical uncertainty on the space density that is not captured by the $\sum 1/V_{\text{max}}$ method.

The PLE local LF can be parameterized as a power-law

$$\Phi(L) = \frac{dN}{dL} = A \cdot L^{-\gamma},$$

where $A = 7.07 \times 10^{-12}$ and $\gamma = 1.32 \pm 0.04$. The LDDE local LF can be parameterized as a broken power-law with

$$\Phi(L) = \frac{dN}{dL} = A \left[ \left( \frac{L}{L_\ast} \right)^{\gamma_1} + \left( \frac{L}{L_\ast} \right)^{\gamma_2} \right]^{-1},$$

where $A = 1.83 \times 10^{-11}$, $L_\ast = 5.23 \pm 6.12$, $\gamma_1 = 0.89 \pm 0.10$, and $\gamma_2 = 1.93 \pm 0.35$. Both $L$ and $L_\ast$ are normalized to $L_{\text{factor}}$, which is $10^{42}$ erg s$^{-1}$.

Other models do not generally provide as good a fit. The value of power-law indices found here ($\gamma$ for PLE and $\gamma_1, \gamma_2$ for LDDE) are in good agreement with previous studies (Padovani & Urry 1992; Padovani et al. 2007; Giommi et al. 2009; Pracy et al. 2016).

4. Conclusion

We have calculated a new LF for flat-spectrum radio quasars using samples derived from cross-matching the FIRST and the GB6 radio surveys. The optical spectra of every single source in the clean sample containing 200 FSRQs above 220 mJy (of which 168 are free from contamination) were checked and verified. This sample is two to four times larger than previous clean FSRQ samples used for LFs (Padovani & Urry 1992; Wall et al. 2005; Ricci et al. 2006; Giommi et al. 2009). Another 311 flat-spectrum sources have no published optical spectrum, but 85 of these are classified as FSRQs in the literature, so we also defined an inclusive sample containing 285 FSRQs (of which 242 are free from contamination). This is by far the largest and most complete radio sample used for determining the LF of FSRQs.

The parameters of the LF were computed using a maximum-likelihood estimator on the unbinned data. This is more accurate than previous FSRQ LFs derived using the $\sum 1/V_{\text{m}}$ method, because that method requires binning. The best-fit parameters for the LFs based on the clean sample and on the inclusive sample for the LFs obtained from these two samples are consistent within the uncertainties.

The LF provides insight into the cosmological evolution of blazars. We found the space density of FSRQs increases rapidly with redshift until $z \sim 2$ and then decreases to higher redshift, consistent with previous results (Schmidt et al. 1995; Boyle et al. 2000; Fan et al. 2001). Both PLE and LDDE adequately describe the data, but the LDDE model fits the data slightly better, with significantly higher likelihood. Inspecting the number density of FSRQs of different luminosities confirms they peak at different redshifts, with more luminous FSRQs peaking earlier in time.

Although both PLE and LDDE evolutionary models give good fits to the data, the two models diverge substantially beyond the radio-flux limit. In particular, the LDDE model predicts tens of millions more sources at high redshift ($z \gtrsim 4$), with low luminosities that are well below the detection threshold, while the PLE model predicts fewer FSRQs above the redshift peak of $z \sim 2$. This is mainly due to the lack of a cutoff in the evolution of low-luminosity objects, which can be seen in Figure 9. To distinguish between extrapolations of these models (i.e., to measure the evolution of lower luminosity FSRQs) requires deeper observations.

This radio LF, being the most accurate one using the most complete FSRQ sample, enables further studies, such as simulating cosmic backgrounds, constraining relativistic beaming, or carrying out population studies.
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