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Abstract. Handwritten Text Recognition is an extensively studied research topic. We implement a widely known binarization method in order to preprocess handwritten text images efficiently and accurately, acquiring adequate binary black-white images for later recognition processes. Afterwards, the characters present in the documents are used to train and evaluate deep-learning mechanisms for the recognition task. Our framework provides good source images for the recognition phase in terms of noise removal and processing of low contrast images. Besides, the process of character recognition is also improved by means of deep-learning techniques.
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1 Introduction

Historical documents tell stories about our ancestors and unsuspected facts are discovered by means of them. However, automatically processing text coming from low-quality images of printed or handwritten scanned documents constitutes a challenging task. Useful information can be extracted from documentary sources present in e.g. national archives in an automated manner. The Transcriptorium project \cite{10} comprises a study-case of digital text extraction from a big data set, by means of widely proven methods for Off-line Handwritten Text Recognition (HTR).

There exist different approaches for the task of recognizing text from written or printed documents. On the one hand, documents are segmented in lines, lines in words and words in characters \cite{12}. On the other hand, every recognized line of text is processed by means of a set of finite-state models or Long-Short Term Memory Networks (LSTM) \cite{3}.
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Usually, the images of scanned documents (especially old documents) are noisy and present different illumination issues. In different works, authors proposed high performance algorithms for preprocessing document images, for both printed and handwritten sources [2]. An appropriate process of binarization over a document image is a very good starting point for character recognition tasks.

HTR can be performed both in on-line or off-line manners. The former corresponds to a context where a reader needs to understand a handwritten message in real time [1], e.g. recognizing written numbers in bank cheques or options in manually filled forms. The latter is related to the case of processing large volumes of handwritten texts [10], e.g. for information extraction tasks. The present work is oriented to an Off-line HTR task, given the nature of the collected documents. As a comprehensive guide of the state-of-the-art tools for HTR, the work of Sanchez et al. (2019) [11] should be read.

This work is organized as follows: Background section explains the basic concepts about methods and techniques employed in this proposal. Next, the proposed framework is detailed and the current experiments and results are presented. Finally, conclusions and future work prospects are expressed.

2 Background and Related Work

The acquisition process of digital text from images of handwritten or printed documents can be carried on by different methods. Traditionally, applications with online requirements such as humanoid robots or autonomous vehicles employ Character Recognition methods, with previous segmentation stages [12]. On the other hand, for instance, in the task of offline transcription of handwritten texts, combinations of Stochastic Finite-State (SFS) mechanisms and LSTM networks perform better. Besides, a previous step of image binarization can lend better results. The next subsections explain methods for a preliminary phase of image denoising and the latter step of text recognition, for the task of Off-line HTR.

2.1 Binarization

The process of binarization involves the change of representation of an image, turning every pixel into 1 if it belongs to the foreground or 0 if it is part of the background. Apart from HTR or basic Character Recognition tasks, this way of representation has been used e.g. for face recognition tasks [7]. Some binarization methods compute a global threshold of pixel intensity [6, 2], and turn 0 a pixel value if it is above the threshold or 1 otherwise. Others calculate local measures over the neighbourhood of every pixel for determining the relative intensity, running a sliding window [13]. As stated in [6], the former group of methods, particularly those derived from Otsu’s method, show better performance values for HTR tasks.
2.2 Handwritten text recognition

The traditional off-line text recognition mechanism consists of a machine learning technology for the recognition task itself, and a prior step of segmentation in various levels: Line, word and character segmentation. In the work of [12] this architecture is implemented for an on-line HTR task, with the use of histograms of gradients as features and a Support Vector Machine for the classification. A simpler architecture is described in [4], with a neural network with back-propagation training, for off-line character recognition. All these works make use of prior binarization techniques with the purpose of decreasing the noise or errors in the images.

There are manifold successful implementations of the mentioned approaches for both on-line and off-line text recognition in terms of segmentation phases and character classification. However, the state-of-the-art methods in the last years apply a different general approach, with techniques and tools taken from the field of Automatic Speech Recognition (ASR). Basically, the working methodology consists of a mixture of Hidden Markov Models (HMM), Stochastic Finite States Transducers (SFTS) and a variety of LSTM architectures, in combination with language models. In [14] the method proposed applies a set of HMM for the task, while in [5] and [9] a mixture of Artificial Neural Networks with different architectures and prior HMMs for character recognition are used.

3 Proposed framework

The first step in the process of recognition is the binarization of the document image. For this task, Otsu’s algorithm [8] was selected, as it exhibits the best trade-off between efficiency and results among the consulted works. Otsu’s method is a global binarization algorithm for separating background and foreground in an image. As it is a global method, an intensity threshold is calculated for the separation process, and each pixel is contrasted with this threshold.

After the binarization step, the characters of the image are recognized by means of a Convolutional Neural Network (CNN). This mechanism accepts normalized character images as input, and returns the corresponding character class as output. The character images need to be normalized to a predefined size. For this work, the tested sizes in pixels were 20x20, 30x30, 40x40 and 50x50. Finally, the size that allowed best results was 30x30 pixels. Figure 1 shows the architecture of the CNN developed for this task.

The proposed CNN consists of the following layers, depicted in Figure 1:

- A first convolution layer that applies different masks on the images, generating 200 features of 28x28.
- A Max pooling stage that reduces the features dimensions to 14x14.
- Another convolution layer that produces 100 artificial features of 12x12.
- A dense neuron network of three layers, with 64, 50 and 23 neurons over each layer respectively.
Fig. 1. CNN architecture for the task of character recognition.

The final layer of the CNN produces 23 outputs, each representing a character of the objective alphabet. Some characters of the Spanish alphabet were not included as they do not appear in the texts, or there are very few instances of those to be included, as is the case of letters k and w. Then, the highest value of activation lends the current character detected by the entire network for an image. The total number of parameters to train in the CNN is 1,108,187.

The measure of success for the task of recognition is the precision obtained by the CNN. This is calculated as the number of well-classified characters over the total number of classification instances. Hence, a confusion matrix is built for this purpose.

4 Experiments and results

The software routines for the implementation of the proposed framework were built by means of Python open source libraries. For the CNN model, Keras and TensorFlow were employed. The programs were run on an Intel core i7-6700HQ processor with 16 gb of RAM.

The proposed platform has been evaluated over a set of pages of a handwritten letter of Pedro Cortés y Larraz, archbishop of the diocese of Guatemala, to the viceroy, in the year 1,771. This dataset has been collected from the PARES portal\(^1\). PARES is a digital repository of different Spanish files, providing free access to diverse ancient documents related to several ages and places.

As can be observed in Figure 2, the binarization achieved by Otsu’s method is very accurate. For most of the images, the background was removed with very high precision. Regarding character images, Figure 3 shows examples of extracted characters from the binarized document images.

\(^1\) http://pares.mcu.es, Archivo General de Indias, GUATEMALA, 948, N.3
Fig. 2. Binarization applied to a handwritten document image. At the left side, the original image. At the right side, the binarized image.

Fig. 3. Examples of characters extracted from the handwritten document images.
The resulting dataset consists of 12 handwritten texts from the original letter and 710 extracted character images. The total number of character images for the CNN training phase was 664, and 43 images were left for the test phase. The training and test phases required few minutes for each parameter configuration of this small dataset. Regarding accuracy, the selected method was cross-validation, with $k = 3$, previously shuffling the instances. The precision achieved was 90% for the training data and 71% for the test data, averaging the 3 results of cross-validation.

5 Conclusions and future work

A new method for Character Recognition has been presented. This method makes use of a global algorithm of binarization, the Otsu approach, that has high-performance values in other works. Besides, the recognition phase is carried out by the implementation of a Convolutional Neural Network over each character image. The results achieved in terms of binarization and recognition are encouraging. The stages of line and character segmentation have been executed by hand. As a matter of future work, different segmentation algorithms as well as line skew and slant correction routines will be tested. Besides, new approaches on the binarization task will be taken, and new datasets will be covered.

The purpose of the present project is building a complete framework for Offline Handwritten Text Recognition (HTR) and Transcription. In a wider scope, the texts collected will be of interest for other related projects including Text Mining and Visualization of the information that lies on those documents. The strong difficulties of the HTR task are widely known, such as the existence of writing styles as writers in a community, or the low quality of the calligraphy over early ages like the 15th or 16th centuries.
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