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Abstract

Interest on dynamic multimodal functions risen over the last years since many real problems have this feature. On these problems, the goal is no longer to find the global optimal, but to track their progression through the space as closely as possible. This paper presents three evolutionary algorithms for dynamic fitness landscapes. In order to maintain diversity in the population they use two clustering techniques and a macromutation operator. Besides, this paper compares two crossover operators: arithmetic and multiparents two points, respectively. Effectiveness and limitations of each algorithm are discuss and analyzed.
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1 INTRODUCTION

The dynamic multimodal fitness landscape is a search space which topological features of the cones could change over time. Dynamic multimodal fitness landscapes present a challenge to any search technique due to the fact that the total or partial number of topological features or problem constraints or both could change. So, new cones could appear, and these should be located quickly in order to avoid the loss of potential good solutions. Consequently, an evolutionary algorithm working on these landscapes must be able quickly adapts localizing and keeping actual and new optimal solutions.

For the changes there may be a variety of dynamic properties. For example, the magnitude of a change be small, large or chaotic and the speed of a change can be rapid or slow.

When changes are large, abrupt or chaotic the similarity between solutions found so far and the new ones can be worthless. Even under these hard environments Evolutionary Computation (EC) offers advantages, which are absent in non-population-based heuristics, when we search for solutions to non-stationary problems. The main advantage lies in the fact that Evolutionary Algorithms (EAs) keep a population of solutions. Consequently, facing the change, they allow moving from one solution to another one to determine if any of them are of merit in order to continue the search from them instead of from scratch [2].

The main problem with EAs is that eventually they converge to an optimum and thereby lose the diversity necessary for efficiently exploring the search space and also their ability to react to a change in the environment when such change occurs. Then, it is necessary to complement EAs with some strategy in order to maintain diversity in the population. Niching has been developed for this purpose. Niching tries to spread out the population over multiple cones, they should maintain diversity in the population. Clustering algorithms group similar elements from a set forming subsets, each subset represents a niche.

Goldberg and Smith [5], Cobb [4] and Grefenstette [11] initiated the research related to the behaviour of EAs on dynamic fitness landscapes between 1987 and 1992. Recently the interest in this area was increased dramatically [16], [12], [21], [24], [14], [23], [22], [17], [15]. Some research on evolutionary algorithms with clustering are described in [19, 20].

The paper is organized as follows. Section 2 presents the techniques used to maintain diversity. Section 3 describes the EAs characteristics. Section 4 describes the dynamic test functions used. Section 5 defines the metrics used. In section 6
the experiments performed are explained. In section 7 results are discussed and, finally section 8 shows our conclusions and future work.

2 TECHNIQUES TO KEEP DIVERSITY IN THE POPULATION

2.1 Clustering Algorithms

The goal of clustering algorithms (CA) is to group data units in clusters in a way that data units in a cluster are as similar as possible but clusters are as different as possible. In the context of evolutionary algorithms, individuals are data units and clusters are niches or species.

A basic CA [7] is a partitioning algorithm (PA). PAs construct a partition of a set $D$ of $n$ objects into a set of $k$ clusters. $k$ is an input parameter for these algorithms. Specifically, center-based PAs begin with a guess about the solution, and then refine the positions of centers until a local optimum is reached. K-Means and Hybrid belong to the family of center-based clustering algorithms. Each of them has its own objective function, which defines how good a clustering solution is. The goal of each algorithm is to minimize its objective function. Since these objective functions cannot be minimized directly, they use iterative update algorithms which converge on local minima.

We briefly describe the work of a general iterative clustering technique: let $X$ a $d$-dimensional set of $n$ data points $X = \{x_1, \ldots, x_n\}$ as the data to be clustered, let $C$ a $d$-dimensional set of $k$ centers $C = \{c_1, \ldots, c_k\}$ as the clustering solution that an iterative algorithm refines. A membership function $m(c_j|x_i)$ defines the proportion of data point $x_i$ that belongs to center $c_j$ with constrains $m(c_j|x_i) \geq 0$ and $\sum_{j=1}^{k} m(c_j|x_i) = 1$. A weight function $w(x_i)$ defines how much influence data point $x_i$ has in computing the center parameters in the next iteration, with constrains $w(x_i) > 0$, this weight function was introduced in [1]. The steps for a general iterative clustering technique are:

1. Initialize the algorithm with $k$ guess centers $C$.
2. For each data point $x_i$ compute its membership $m(c_j|x_i)$ in each center $c_j$ and its weight $w(x_i)$.
3. For each center $c_j$ recompute its location from all data points $x_i \in X$ according to their memberships and weights $c_j = \frac{\sum_{i=1}^{n} m(c_j|x_i) w(x_i) x_i}{\sum_{i=1}^{n} m(c_j|x_i) w(x_i)}$.
4. Repeat steps 2. and 3. until convergence.

In this work we consider the following two clustering algorithms that show the features described above.

- **K-Means Algorithm (KM)** [8]: Partitions data into $k$ sets. The solution is then a set of $k$ centers, each center is located at the centroid of the data for which it is the closer center. For the membership function, each data point belongs to its nearest center. The objective function that the KM algorithm optimizes is $\text{KM}(X,C) = \sum_{i=1}^{n} \min_{j \in \{1,\ldots,k\}} \|x_i - c_j\|^2$. This objective function gives an algorithm which minimizes the squared distance between each center and its assigned data points. The membership and weight functions for KM are:

$$m_{\text{KM}}(c_i|x_i) = \begin{cases} 1 & \text{if } l = \min_j \|x_i - c_j\|^2 \\ 0 & \text{en otro caso} \end{cases}$$

$$w_{\text{KM}}(x_i) = 1$$

respectively. KM has a hard membership function $m(c_j|x_i) \in \{0,1\}$ (every point belongs only to its closest center) and a constant weight function that gives all data points equal importance. KM is easy to understand and implement, making it a popular algorithm for clustering.

- **Hybrid Algorithm (H)** [8]: Uses the hard membership function of KM. But it uses a varying weight function, which gives more weight to points that are far from every center. The membership and weight functions for H are:

$$m_{\text{H}}(c_i|x_i) = \begin{cases} 1 & \text{si } l = \min_j \|x_i - c_j\|^2 \\ 0 & \text{en otro caso} \end{cases}$$

$$w_{\text{H}}(x_i) = \frac{\sum_{j=1}^{k} \|x_i - c_j\|^{2(p-2)}}{\sum_{j=1}^{k} \|x_i - c_j\|^{2p}}$$

respectively.

2.2 Macromutation Operator

Random Immigrants: This idea was proposed in [10, 9]. The approach consists in replacing a percentage of the population by randomly generated individuals. The technique is applied only when a change in the environment was produced.
3 CHARACTERISTICS OF EVOLUTIONARY ALGORITHMS

We choose three evolutionary algorithms, each algorithm combines one clustering algorithm (K-Means or Hybrid) with random immigrants and a different crossover operator. All algorithms share the representation, selection method and mutation operator.

3.1 Representation

The population \( P \) is made of a constant number \( N \) of chromosomes that depends on the dimensionality of each studied function. Each individual consists of a single chromosome, where each gene is a real value in the interval \([-1.0, 1.0]\) representing a coordinate in the search space. That is the \( i \)th individual in the population \( P \), is represented by the chromosome: \( P^i = < x_{i1}, x_{i2}, \ldots, x_{ir} > \), where \( x_{ij} \) denotes the \( j \)th coordinate of the \( i \)th individual with \( j=1, \ldots, r \) and \( r \) is the chromosome length.

3.2 Operators

- Selection: The parents for the mating pool were selected by means of tournament selection \([2]\).
- Mutation: Uniform mutation is used and it is applied with a \( P_{mut} \) probability. When an individual undergoes mutation, each gene has exactly the same chance of undergoing mutation. As a result the mutated gene has a new allele value randomly chosen from the domain of the corresponding parameter.
- Arithmetic Crossover \([2]\): let two parents \( \tilde{x}_1 \) and \( \tilde{x}_2 \), with a \( P_{cross} \) probability, the operator creates one descendent as average from the parents: \( x'_{id} = 0.5x_{id1} + 0.5x_{id2} \) for \( i = 1, \ldots, r \).
- Multiparents \([6]\): Two Points Crossover \([2]\): let three parents \( \tilde{x}_1, \tilde{x}_2 \) and \( \tilde{x}_3 \), with a \( P_{cross} \) probability, it takes pairs of them (\( \tilde{x}_1 \) and \( \tilde{x}_2 \), \( \tilde{x}_1 \) and \( \tilde{x}_3 \), and \( \tilde{x}_2 \) and \( \tilde{x}_3 \)) and it applies two points crossover to them creating six descendents. Only the child with the highest fitness is selected to join the new population.

3.3 Description of the EAs

The EAs proposed are:
- \( AEKM \): uses K-Means with arithmetic crossover.
- \( AEH \): uses Hybrid with arithmetic crossover.
- \( AEKMM \): uses K-Means with multiparents two points crossover.

All of them use random immigrants. All the algorithms, except for the differences indicated above, work in a similar manner: Clustering algorithm splits population in so many subpopulations as number of clusters exist. Clustering is applied after population is initialized and after a change occurs. The elitism strategy takes the best individual of each cluster and from those picks the best as global optimal. The population is generated by the selection, crossover and mutation operators that correspond. These operators work on subpopulations so interaction between subpopulations and clusters does not exist. The algorithms have a function called function changes, it is responsible for the detection of a change in dynamic fitness function. In our case, changes occur at constant intervals, then this function only verifies if the generation number corresponds to one where the change must occur. If a change must occur then the apply changes function is called obtaining a new dynamic fitness function. Another function is the occurred function, it tests if a change effectively has occurred, in which case subpopulations are re-evaluated with the new function, then subpopulations are unified and over it clustering is applied in order to regroup similar individuals and finally elitism is applied. Random immigrants are inserted when a change occurs after subpopulations are unified but before split them again. Algorithms finish when a fixed amount of changes are reached.

4 DYNAMIC TEST PROBLEMS

This Section describes the test problem generator for the dynamic fitness landscapes used, named DF1. It was proposed by R. Morrison and K. De Jong \([18]\). The static function used in DF1 can be specified for any number of dimensions and it is defined as:

\[
f(x_1, \ldots, x_n) = \max_{i=1, \ldots, n} \left| H_i - R_i \right| \sqrt{(x_1 - x_{i1})^2 + (x_2 - x_{i2})^2 + \ldots + (x_n - x_{in})^2}
\]
where \((x_1, \ldots, x_n)\) are the genes of an individual, \(M\) specifies the number of cones in the environment, and each cone is independently specified by its location \((x_{1k}, \ldots, x_{nk})\), \(x_{nk} \in [-1.0, 1.0]\) with \(k = 1, \ldots, n\), its height \(H_i\) and its slope \(R_i\). Every of these independently specified cones is blended together using the max function. Each time the generator is called it produces a randomly generated morphology in which random values for each cone are assigned based on user-specified ranges: \(H_i \in [H_{base}, H_{base} + H_{range}]\) and \(R_i \in [R_{base}, R_{base} + R_{range}]\).

DF1 permits to control the dynamic of each change (i.e., how topological features on the landscape change) through a one-dimensional, nonlinear function that has simple bifurcation transitions to progressively more complex behavior: the logistics function \(Y_i = A * Y(i - 1) * (1 - Y(i - 1))\), where \(A\) is a constant, and \(Y_i\) is the value at iteration \(i\). As \(A\) is increased a more complicated dynamic behavior emerges. DF1 uses \(Y\) values produced on each iteration to select step a size for the dynamic portions of the landscape. It requires the values chosen for \(A\) to be greater than one (small change) and less than four (chaotic change). DF1 allows to change any topological feature on the landscape. However, in our work we just change the location of the highest cone (global optimal).

### 4.1 Test Problems Used

We considered 3 static functions generated by DF1. All of them were selected in order to validate our algorithms, with respect to a small set of landscapes. Each landscape has a different complexity level. Table 1 provides the general parameters for each test function: height \(H\), slope \(R\), maximum fitness of highest and steepest MaxH and MaxR, respectively. For all functions, independently of the number of cones, one of them was initialized as global maximum (global optimal) using MaxH and MaxR, the rest of the cones were generated as specified in Section 4. Besides, FD3 has a cone with height = slope = 7.0. Following is the description of the function features.

<table>
<thead>
<tr>
<th>Function</th>
<th>FD1</th>
<th>FD2</th>
<th>FD3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hbase</td>
<td>60.0</td>
<td>60.0</td>
<td>5.0</td>
</tr>
<tr>
<td>Hrange</td>
<td>10.0</td>
<td>10.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Rbase</td>
<td>50.0</td>
<td>50.0</td>
<td>4.0</td>
</tr>
<tr>
<td>Rrange</td>
<td>10.0</td>
<td>10.0</td>
<td>0.0</td>
</tr>
<tr>
<td>MaxH</td>
<td>70.0</td>
<td>80.0</td>
<td>10.0</td>
</tr>
<tr>
<td>MaxR</td>
<td>59.0</td>
<td>80.0</td>
<td>17.0</td>
</tr>
</tbody>
</table>

On FD1 (see Figure 1 a and b), the highest cone was fixed in 70.0, the next in 68.9 and the rest height cones were fixed between 60.3 and 68.5. Therefore, FD1 is considered the most complex test function. On FD2 (see Figure 1 c and d), the highest cone was fixed in 80.0, the next in 68.9 and the rest height cones were fixed between 60.3 and 68.5. Thus, FD2 is considered the least complex test function. Since local optimals may not disorient the search process strongly. Finally, on FD3 (see Figure 1 e and f) the highest cone was fixed in 10.0, the next in 7.0 and the rest height cones were fixed in 5.0. The 7.0-heigh cone should act like an attractor in order to strongly disorient search process.

![Figure 1](image)

### 5 PERFORMANCE MEASURES

The goal of an evolutionary algorithm in dynamic environments is not only to find one global opti-
nal but rather a perpetual adjustment to changing environment conditions [13]. Besides the accuracy of a solution at time $t$, the stability of a solution is of interest too. Several measures are proposed in [13]. This paper considers different measures. These are:

- **Accuracy** [13]: accuracy for a sequence of $K$ changes is defined as:

  $$\text{Acc} = \frac{1}{K} \sum_{i=0}^{K-1} \frac{E(\text{best}^{(i)}) - E(\text{mean}^{(i)})}{\text{Max}^{(i)} - \text{Min}^{(i)}}$$

  where $K$ is the number of changes suffered by the fitness function, $\text{best}^{(i)}$ is the best candidate solution in the population, $\text{Max}^{(i)} \in R$ and $\text{Min}^{(i)} \in R$ are the best and worst values in the search space in the generation just before $i$th change, with $i \in [0, K - 1]$. The accuracy values range between 0 and 1. When accuracy is 1, it means that the best individual in the population is found as the global optimal in generation just before the change.

- **Stability** [13]: in the context of dynamic optimization, an adaptive algorithm is called stable if changes in the environment do not affect the optimization accuracy severely. Even in the case of chaotic changes an algorithm should be able to limit the fitness drop. It is defined as:

  $$\text{Stab} = \max\{0, \text{Acc}^{(t-1)} - \text{Acc}^{(t)}\}$$

  and ranges between 0 and 1. A value close to 0 implies a high stability. This measure should not serve as the only criterion since it makes no statement on the accuracy level.

Measures based on fitness of one or more individuals could have some problems when they are used in an isolated way. In some cases, individual fitness could be misleading. We use several measures, some of them are based on fitness (accuracy and stability) and the others are based in the proximity to the global optimal. These can only be used if, all the time, location, height and slope of the cones contained in the landscape are known. This is our case because DF1 allows us to know these values.

So all the performance metrics that we used are:

- Average accuracy ($\text{Acc}$),
- Average stability ($\text{Stab}$),
- Average occupied cones ($\text{OC}$), we specified that a cone is occupied if at least one individual belongs to the cone and
- Average distance of the best individual to the current optimal ($\text{DO}$).

Note: we indicated that EA reacts well or reacts acceptably when the best individual of the population belongs to the global optimal cone. All averages are taken from all runs.

### 6 EXPERIMENTS

Except population size, the parameter settings for the EAs remained fixed throughout all experiments and were determined as the best after a series of initial trials. The population size was set to 100 and 150 for 2 and 5 dimensions functions, respectively. $P_{\text{cross}}$ and $P_{\text{mut}}$ were fixed at 0.6 and 0.5, respectively. Tournament size was 2. The percentage of random immigrants was set to 30% of the population size. The individuals to be replaced by immigrants were randomly selected with equal probability. A number of experiments were designed differing in the function selected and in the severity of the changes to perform on it. The number clusters was the number of cones in the function. Changes were produced each 10, 50 and 70 generations for all functions. The main goal here was to determine if the algorithms succeeded to faithfully tracking the changes in location of the cone containing the optimum value when the fitness landscape changes. The algorithm was allowed to run as many generations as changes were desired. For all experiments we fixed at 20 the number of changes. For each of these experiments 30 runs were performed with distinct initial populations. Thus, a maximum of 600 changes could be detected. The change in the location of the cone containing the optimum value is the only change analyzed in the present work. Parameter setting for severity of changes were for large changes $A=1.5$ and $C_{\text{step}}=0.99$ and for chaotic changes $A=3.8$ and $C_{\text{step}}=0.5$. The severity of changes was selected because we agree with Branke [3] in that small and frequent changes should be accounted by creating robust solutions for the algorithm, while large and infrequent changes should be handled by adaptation. The $C_{\text{step}}$ constant is used to move each coordinate on the range specified by the user.
7 RESULTS

This paper considers that an EA has an acceptable performance if it acceptably reacts at least to 70% of the changes, that is, 420 changes. Functions have been arranged in number of dimensions and number of cones, 5-dimensional functions are considered more complex than 2-dimensional functions and 20-cone functions are considered more complex than 10-cone functions. Ordering functions from lower to higher complexity we obtained: 2d-10c, 2d-20c, 5d-10c and 5d-20c. Tables 2 and 3 show the function to which the algorithm has accepted reacted, but also reacted to less complex functions. For instance, if 5d-20c belongs to the Table for FD2 under AEMK each 10 generations then AEMK has reacted to 2d-10c, 2d-20c, 5d-10c and 5d-20c functions.

Table 2: Algorithms and number of correct reactions to change for large changes - Number between () indicates percentage of number of correct reactions to change

<table>
<thead>
<tr>
<th>Interval</th>
<th>Function</th>
<th>AEKM</th>
<th>RC</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>FD1</td>
<td>2d10c</td>
<td>495 (82.1%)</td>
</tr>
<tr>
<td></td>
<td>FD2</td>
<td>5d20c</td>
<td>491 (81.8%)</td>
</tr>
<tr>
<td></td>
<td>FD3</td>
<td>2d20c</td>
<td>600 (100%)</td>
</tr>
<tr>
<td>50</td>
<td>FD1</td>
<td>2d20c</td>
<td>600 (100%)</td>
</tr>
<tr>
<td></td>
<td>FD2</td>
<td>5d20c</td>
<td>594 (99.9%)</td>
</tr>
<tr>
<td></td>
<td>FD3</td>
<td>5d20c</td>
<td>509 (99.8%)</td>
</tr>
<tr>
<td>70</td>
<td>FD1</td>
<td>2d20c</td>
<td>574 (95.6%)</td>
</tr>
<tr>
<td></td>
<td>FD2</td>
<td>5d20c</td>
<td>598 (99.6%)</td>
</tr>
<tr>
<td></td>
<td>FD3</td>
<td>5d20c</td>
<td>455 (75.8%)</td>
</tr>
</tbody>
</table>

From Table 2 we observed that AEKMM has a better performance that AEKM and AEH. This is more evident when algorithms have more time to evolve. For FD1, algorithms correctly react to the 2d-10c function when changes occur every 10 generations and to 2-dimensional functions when changes occur every 50 and 70 generations. For FD2, all algorithms acceptably achieve their purposes for all functions and all intervals between changes. On the other hand, for FD3, algorithms only can to react to the 2d-10c function when changes occur each 10 generations and for all functions when changes occur each 50 and 70 generations. Accuracy varies from 0.81 to 0.99 with a stability from 0.05 to 0.09. Average occupied cones vary from 9.3 to 9.7 for 10-cone functions and from 17.9 to 19.5 for 20-cone functions. Average distance of the best individual to the current optimal varies from 0.05 to 0.5.

Table 3: Algorithms and number of correct reactions to change for chaotic changes - Number between () indicates percentage of number of correct reactions to change

<table>
<thead>
<tr>
<th>Interval</th>
<th>Function</th>
<th>AEKM</th>
<th>RC</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>FD1</td>
<td>2d10c</td>
<td>474 (79%)</td>
</tr>
<tr>
<td></td>
<td>FD2</td>
<td>5d20c</td>
<td>404 (65.6%)</td>
</tr>
<tr>
<td></td>
<td>FD3</td>
<td>2d20c</td>
<td>600 (100%)</td>
</tr>
<tr>
<td>50</td>
<td>FD1</td>
<td>2d20c</td>
<td>569 (94.8%)</td>
</tr>
<tr>
<td></td>
<td>FD2</td>
<td>5d20c</td>
<td>553 (92.1%)</td>
</tr>
<tr>
<td></td>
<td>FD3</td>
<td>5d20c</td>
<td>437 (72.8%)</td>
</tr>
<tr>
<td>70</td>
<td>FD1</td>
<td>2d20c</td>
<td>589 (98.1%)</td>
</tr>
<tr>
<td></td>
<td>FD2</td>
<td>5d20c</td>
<td>564 (94%)</td>
</tr>
<tr>
<td></td>
<td>FD3</td>
<td>5d20c</td>
<td>441 (73.5%)</td>
</tr>
</tbody>
</table>

From Table 3 we observed that, AEKMM’s performance overcomes AEKM and AEH’s performance under FD2 and FD3, which is more evident when algorithms have more time to evolve. However, for FD1, AEKMM’s performance was better than the other algorithms when changes occur every 10 generations, and AEH’s performance was better than the other algorithms when changes
occur every 50 and 70 generations. Again, for FD1, algorithms only achieve their purposes for 2d-10c function when changes occur each 10 generations and for 2-dimensional functions when changes occur each 50 and 70 generations. For FD2, all algorithms acceptably react to all functions and all intervals between changes. On the other side, for FD3, algorithms only correctly react for 2-dimensional functions when changes occur each 10 generations and for all functions when changes occur each 50 and 70 generations.

Accuracy varies from 0.8 to 0.99 with a stability from 0.05 to 0.08. Average occupied cones varies from 9.5 to 9.8 for 10-cone function and from 17.9 to 19.5 for 20-cone functions. Average distance of the best individual to the current optimal varies from 0.05 to 0.6.

Figure 2 shows average best individual per generation for every function when change occur every 10 generations under large changes, for all the EAs considered.

![Figure 2: Average best individual per generation for a-FD1-2d10c b-FD2-5d20c c-FD3-2d20c when change occur each 10 generations under large changes.](image)

### 8 CONCLUSION

The values of accuracy and stability metrics should not be analyzed in an isolated way because they may be misleading as to the real performance of the algorithms. In fact, if the difference between the heights of the landscape cones is not meaningful, even when the best individual of the population does not belong to the optimal cone, the accuracy and stability values could still be good and so they do not reflect the real ability of the algorithms to react to changes. For this reason we also used other significant metrics as number of changes in which the algorithms reacted correctly, distance of the best individual found by the EAs to the current optimal, among others.

Accuracy values found were very good, between 0.8 and 0.9, so the quality of solutions found was good, and the low stability values imply that this good behavior was stable over the evolution. In general, distance of the best individual to the current optimal increases when functions are more complex. However, these distances are not unacceptable.

The performance of the clustering algorithms was measured by the average occupied cones. In general, average occupied cones were from 9 to 10 for 10-cone functions and 17 to 19 for 20-cone functions when algorithms reacted well and when they did not do it. Although these values are acceptable, the fact that they remained acceptable over good and bad performance of the algorithm implies that the global optimal cone almost was always occupied in both cases. Sometimes global optimal cone was not occupied whereas some other times the best individual of the population did not belong to the global optimal cone. However, the population was always well spread. In average, more than 90% of the cones were occupied. Thus, mechanisms that work on subpopulations achieved their goal: diversify the population, that is, spread population in order to represent different significant search subspaces.

For both clustering algorithms, we did not observe that one of them to be better than the other. In some experiments one of them shows a better performance than the other one and vice versa.

When the EAs did not appropriately react, it was not a problem of the clustering algorithms. The problem may have resulted either from bad quality of initial solutions or from the fact the evolutionary operators did not perform a suf-
icient exploration and exploitation in order to find great solutions. However, multiparents two points crossover seemed to be better than arithmetic crossover.

Crossover operators are responsible for exploiting solutions. AEKMM uses a crossover that involves three parents and it generates several children. The best child is included in the next generation. Results indicate that this crossover is more effective than the arithmetic crossover in order to exploit quality solutions. This may be due to the fact that multiparents two points crossover chooses the best child whereas arithmetic crossover do not.

Future work will involve the improvement of evolutionary operators in order to get a better exploration and exploitation.
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