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Abstract. In recent years, Automatic Speech Recognition (ASR) ser-
vices have performed notable progress in the research efforts of big com-
panies such as Google and Amazon. However, the ASRs are still sensitive
to the audio processing quality in other languages. To solve this issue,
various speech enhancement algorithms that are the most prominent in
improving speech intelligibility were proposed, such as Singular Value
Decomposition (SVD), log Minimum Mean Square Error (log-MMSE)
and Wiener. By preprocessing the audio files with these algorithms, we
seek to reduce the Word Error Rate (WER), which compares the tran-
scription performed by the ASR against a manual transcription. Thus,
we can determine the percentage of error that the ASR service has ac-
quired. Results demonstrated that Google is more efficient than Amazon
and Vosk counterparts. Also, we decided that applying a Low-pass filter
combined with a log-MMSE algorithm to the audio files can substan-
tially reduce the WER percentage of transcription depending on the
noise characteristics contained in the audio.

Keywords: Automatic Speech Recognition · Word Error Rate · speech
enhancement algorithms · audio quality improvement.

1 Introduction

Automatic Speech Recognition (ASR) has advanced rapidly in the last few years
due to continuous improvements. These systems’ quality is affected by features
used to record the audios and how they are processed by these algorithms, thus
reducing their efficiency in speech recognition [14]. For the correct interpretation
of the content of audio files in the ASR algorithms, it is necessary to improve
the audio quality through processing techniques [17]. Speech enhancement al-
gorithms such as Singular Value Failure (SVD), Wiener or the Minimum Mean
Square Error (MMSE) are the most prominent algorithms due to their perfor-
mance in improving speech intelligibility [9]. Likewise, other techniques seek to
improve the audio quality, such as the low-pass, band-pass or high-pass filter,

Short Papers of the 10th Conference on Cloud Computing, Big Data & Emerging Topics

- 64 -



which enhances the audio quality in real-time while being more efficient than
other audio improvement algorithms [16]. There is a wide variety of research
about comparing the performance of ASR algorithms by applying the Word Er-
ror Rate (WER) index, a measure commonly used to evaluate those algorithms
[7],[8], [15]. Also, other researchers have compared the different speech enhance-
ment algorithms [2], [4], [5], but so far, there is no research about ASR services
and applying speech enhancement algorithms. Our proposal focuses on prepro-
cessing audio file datasets of emergency calls provided by the Integrated Security
Service ECU 911 for using ASR algorithms after the results are compared with
transcriptions performed by humans.

2 Related Works

In a speech-to-text conversion, over 73,7% use the WER metric as an evaluation
method for the ASR voice recognition [1], and the ASRs are used in some areas
such as telephony, military and client services [6]. However, Kepuska & Bohouta
[7] demonstrate that Google API is more efficient than open-source APIs such as
Microsoft Speech API or Sphinx-4. Authors calculate the WER index by process-
ing English-language audio from different sources. Several studies compare the
performance of ASR services as Vascones et al. [15] demonstrate that Amazon
Transcribe has a lower average WER percentage of the transcriptions of audio
files without any speech enhancement algorithms from the Integrated Security
Service ECU 911 than its competitor Google Cloud Speech-to-Text. In another
study, Plaza et al. [12] implement a recognition voice model in Spanish with an
ASR offline called CMUSphinx.

Nonetheless, Nian et al. [11] conclude that eliminating the noise in an audio
file through background noise removal preprocessing helps decrease the WER
index by up to 22.1%. In the same way, Shrawankar & Thakare [13] conclude
that the traditional Wiener and log Minimum Mean Square Error (log-MMSE)
algorithms are frequently used in speech accuracy tests. However, Chen et al. [3]
propose a SVD algorithm to remove noise from audio files. Modhave et al. [10]
demonstrate that the Wiener algorithm improves speech quality because this
algorithm greatly helps to estimate the noise signal in audio. And Meiniar et
al. [10] conclude that it is possible to filter the human speech using a band-pass
filter and lose very little speech in the audio files analysed. Thus, we propose
preprocessing the audio files pro- vided by the Integrated Security Service ECU
911 through the SVD, log-MMSE, Wiener, and low-pass algorithms that have
been demonstrated in the research as the best algorithms for improving speech
quality and then transcribing them with a low index-WER.

3 Methodology

This section describes the procedure followed to improve the speech quality audio
files in four activities, detailed below.
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The first step required creating a Google Cloud account to use the Google
Speech-to-Text service. Likewise, an Amazon Web Services account must be cre-
ated to use the Amazon Transcribe service. Both platforms were implemented
with a necessary internal configuration, such as creating workspaces for tran-
scriptions and storage spaces called Buckets on the respective media.

For audio preprocessing, an algorithm was created with Python programming
language in its version 3.9.9, including all the speech improvement algorithms
selected after a rigorous analysis of the previously reviewed scientific papers.
This way, the speech enhancement algorithms SVD, Wiener and log-MMSE were
selected. On the other hand, we analysed that using a low-pass filter can help
reduce the background noise from audio files, and the processing was performed
with this filter.

In this methodology step, a script was created with the necessary configura-
tions to implement the chosen transcription services: Google Cloud Speech-to-
Text, Amazon Transcribe and Vosk. In addition, cloud storage services called
buckets and configurations were used in the cloud service consoles. Moreover,
the script for using Vosk’s offline service was developed.

One of the metrics to measure the level of transcripts in an ASR system is
the WER index. This rate takes a reference transcript that contains no apparent
error because it is done manually. Subsequently, the automatic transcriptions
performed by Google, Amazon and Vosk were taken as hypotheses. Therefore,
the WER index compares both texts considering the words that exist in the
reference transcript (N), which had been inserted (I), deleted (D), substituted
(S), and presented as a result, besides the percentage error of the transcriptions
concerning the reference text. The WER percentage is shown with the following
equation: WER =

(
I+D+S

N

) · 100.

4 Experimental Results

As explained in the previous section, the standard metric used to compare the
accuracy of the transcripts produced by the ASRs systems is obtained through
the WER equation.

In Figure 1, we can observe the results obtained with the WER index of
the transcripts of the ASR systems from a set of audio files provided by the
Integrated Security Service ECU 911, jointly with the employment of the audio
quality improvement filters. These audio files contain sensitive situations, and
they are under personal data protection law. In our experiments, Google Cloud
performed better using original audio files, reducing the WER percentage. How-
ever, the combination of speech enhancement algorithms did not substantially
reduce the WER percentage because the audio quality and speech intelligibility
were not equivalent. For this reason, the applied algorithms did not distinguish
between background noise and the different natural distortions of the voice.
Those algorithms tended to eliminate them equally, reducing speech intelligibil-
ity in the audio files studied.
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Fig. 1. WER percentage of audio transcripts from ASR systems.

When analysing the results of each audio file transcribed, we observed that a
transformed audio file presented a lower WER percentage than the transcription
of the original audio file. Other audio files had their WER percentage higher.
Figure 2 shows WER percentages of the audio transcripts with the lowest per-
centages. In comparison, Figure 2 shows the WER of the audio that has the
highest rates.

These audio files tested have characteristics that determine the variation
of WER percentage. For this reason, audio files with a duration of over three
minutes, with a calm conversation between the operator and the caller in an
environment with no background noise and with a vocalisation of all the words
adequately without the use of a particular lexicon in the Spanish, can identify a
significant percentage of words in the audio file. Preprocessing the audio files with
the speech enhancement algorithms before applying them to the ASR system as
SVD and log-MMSE, they estimated that the noise in the audio signal was
not much. The SVD algorithm eliminated part of the speech of an audio file
when eliminating the noise from the wave. Although the log-MMSE algorithm
estimated signal to noise and the low-pass filter only cleaned the frequencies,
the WER percentage was not significantly increased. However, audio files with
less than one minute with a conversation without vocalisation adequate, with
background noise, and with a lot of regional lexica induced the ASRs to be unable
to identify the words optimally and increased the WER percentage. However,
log-MMSE and SVD algorithms calculated the excessive noise in the original
audio files and removed the noise. Those algorithms did not eliminate the speech
contained in the audio file. Applying the low-pass filter removed only frequencies
other than the human voice. Hence, the WER index was significantly reduced.
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Fig. 2. WER percentage of the audio with the lowest and the highest error.

5 Conclusions

Our research compares transcription quality between the ASR systems offered by
Google, Amazon and Vosk after processing the audio files using speech enhance-
ment algorithms such as SVD, log-MMSE, and Wiener and the application of a
low-pass filter. The results demonstrate that using ASR offered by Google has a
better performance both in the original audio files and in the audios processed
by the enhancement algorithms. The WER percentage is reduced depending
on the characteristics of the audio files tested, such as the level of background
noise, use of a particular lexicon in Spanish, and the length of conversation in
the audio files. Using the result obtained as a basis for future work, we plan to
develop a classification process for the audio files depending on their character-
istics that can be known in advance if one of these filters should be applied, thus
considerably improving the transcription of the audio file.
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