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Abstract. We present some basic methods and techniques of canonical 
perturbation theory, as well as some of its applications in problems of sta
bility and/or diffusion in dynamical astronomy. The methods presented 
are: i) the Birkhoff normal form, ii) the Kolmogorov normal form, iii) 
the resonant normal form, and iv) the hyperbolic normal form used in 
the computation of invariant manifolds of unstable periodic orbits in the 
chaotic regime. For each method we give concrete examples presented 
in some detail in order to facilitate study. In particular, we discuss a 
step by step implementation of a so-called ‘book-keeping’ algorithm by 
which all quantities (i.e. Hamiltonian, generating functions etc.) can be 
split in groups of terms of similar order of smallness. We explain why 
the book-keeping schemes presently suggested are particularly suitable 
in computer-algebraic implementations of normal forms. Also, for each 
method we explain the pattern by which small divisors are accumulated 
in the series terms at successive normalization steps, outlining why such 
accumulation leads to a divergent normalization process in the case of the 
Birkhoff normal form (both non-resonant or resonant), while it leads to 
a convergent normalization process in the case of the Kolmogorov nor
mal form or the hyperbolic normal form. After these formal aspects, we 
present applications of canonical perturbation theory in concrete Hamil
tonian dynamical systems appearing in problems of dynamical astronomy. 
In particular, we explain how resonant normal form theory is connected 
to the phenomenon of Arnold diffusion, as well as to estimates of the 
diffusion rate in the action space in systems of three (or more) degrees 
of freedom. We discuss how is ‘book-keeping’ implemented in paradig
matic cases, like the treatment of mean motion resonances in solar system 
dynamics, and the study of orbits in axisymmetric galaxies or in barred- 
spiral rotating galaxies. Finally, we give an example of implementation 
of normal form theory in the orbital version of the so-called ‘density wave 
theory’ of spiral arms in galaxies.
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1. INTRODUCTION

This is a set of lecture notes on methods and techniques of canonical perturbation 
theory, as well as on the latter’s applications in the study of diffusion processes 
and chaos in physical systems related to dynamical astronomy.

The text represents, to a considerable extent, an elaborated transcript of the 
lectures given by the author during the third La Plata school on Astronomy and 
Geophysics, in July 2011. However, the structure of the text, and in particular, 
the sequence of presentation of the topics, has been substantially modified with 
respect to the structure of the lectures. Also, the text has been enriched by a 
number of additional topics, reference to which was judged necessary for reasons 
of completeness.

For a more complete study of the subject, the reader cannot but have re
course to excellent existing textbooks in the literature. As an indicative list of 
references for one or more of the topics treated below we mention: Ozorio de 
Almeida (1988), Siegel and Moser (1991), Arnold et al. (1993), Bocaletti and Pu- 
cacco (1996), Contopoulos (2002), Morbidelli (2002), and Ferraz-Mello (2007). 
Quite useful are also reviews and sets of lecture notes as, for example: Delshams 
and Gutiérrez (1996), Morbidelli and Guzzo (1997), Benettin (1999), Giorgilli 
and Locatelli (1999), Giorgilli (2002), Cincotta (2002), Chierchia (2008), as well 
as the review articles included in Benest et al. (2008) and (2010).

My own effort, in writing the present notes, has been to abandon a formal 
style of presentation in favor of an approach that could be helpful in practice. 
The goal is to show how canonical perturbation theory can be implemented, 
with much profit, in concrete computations referring to the study of stability, 
and/or diffusion in systems appearing mainly (but not exclusively) in celestial 
mechanics, and stellar and galactic dynamics. In fact, with the advent of modern 
computers (and computer-algebraic techniques), in recent years it has become 
possible to implement canonical perturbation theory at quite high expansion 
orders. This fact allows one to sustain that the theory’s present usefulness 
renders it competitive to purely numerical methods, provided that one is able 
to write a program implementing some perturbative technique of interest at 
high order in the computer. This topic is discussed also by A. Giorgilli and M. 
Sansottera in the present volume of proceedings.

On the other hand, the introduction of computer-algebraic methods in the 
computation of normal forms has rendered clear that, in nearly every form of 
canonical perturbation theory, a computation can proceed in principle by more 
than one distinct algorithmic approaches. However, it is a fact that only a subset 
of such approaches prove to be practical and useful in the applications. Further
more, a presentation of such practical approaches is often absent in literature 
reviews of the subject. A well known example refers to the so-called splitting 
of an analytic Hamiltonian function in parts of ‘different order of smallness’. 
One can show (see Giorgilli (2002), pp.90-91) that the most practical splitting 
is in powers of a quantity ~ c ". where c is a positive constant characterizing 
the analyticity domain of the Hamiltonian in the space of angles. For reasons 
explained in section 3 below, such a splitting is clearly advantageous (and of 
nearly exclusive interest in practice) with respect to a more traditional splitting 
in powers of apparently more ‘natural’ small parameters, as for example the 
small parameter e in a Hamiltonian of the form H = Hq + eHy where Hq is
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the integrable part. In fact, the preference to a scheme based on powers of c A 
which explicitly appears in the works of Poincare (1892) and Arnold (1963, see 
also Arnold et al. (1993)), is not so often discussed in modern references to 
perturbation theory.

In sections 2 and 3 below, we emphasize the practical aspects of normal 
form computations by introducing a formal procedure, called ‘book-keeping’1, 
by which we can systemize the most practical approach to such computations. 
We give specific examples of the book-keeping process in four different normal 
form methods: i) the non-resonant normal form of Birkhoff, ii) the normal form 
of Kolmogorov, employed in the proof of the KAM theorem, iii) the resonant 
(Birkhoff) normal form used in the study of diffusion along resonances, and iv) 
the hyperbolic normal form of Moser (1958), by which we can compute unstable 
periodic orbits and their asymptotic manifolds in the chaotic regime.

Merm suggested by T. Bountis (private communication).

2Quite pedagogic expositions of this subject can be found in various lectures by A. Giorgilli, see 
reference list.

In each case, we combine the discussion on ‘book-keeping’ with a discussion 
of how small divisors are accumulated in the series terms at successive normal
ization orders, the latter being presently defined as successive orders in a suit
ably defined ‘book-keeping parameter’. This discussion allows to demonstrate 
in a heuristic way how the pattern of accumulation of small divisors explains 
the (non-)convergence properties of the various methods, i.e., why the Birkhoff 
normal form, in both its non-resonant or resonant form, diverges, while the Kol
mogorov and the hyperbolic normal forms are convergent within some domain 
of the phase space.2.

After discussing the above formal issues, in section 4 we discuss one more 
issue related to diffusion in the weakly chaotic regime, namely the connection 
between resonant normal form theory and the example given by Arnold (1964) 
largely referred to as ‘Arnold diffusion’. The main result shown here is that a 
practical implementation of normal form theory in the computer at a high order 
allows one to construct a set of good canonical variables (suggested first in the 
theoretical work of Benettin and Gallavotti (1986)), in which the phenomenon 
of Arnold diffusion can be visualized in a way particular convenient for quan
titative study. In fact, we were recently able to construct such an example 
(Efthymiopoulos and Harsoula (2012)), briefly presented in the end of section 4. 
We should emphasize at this point that a study of Arnold diffusion using normal 
forms proves to be an approach complementary to another approach extensively 
discussed in the present school, namely the theory of diffusion developed by 
Chirikov (1979) using tools like the Melnikov - Arnold integral (see the review 
by Cincotta (2002)). In fact, the combination of the two methods serves as a 
bridge connecting the ‘two sides of the river’, i.e. normal form expansions and 
the use of Arnold-Melnikov techniques. Some discussion of this subject is made 
in subsection 4.3 below.

The present notes end with a reference to some basic Hamiltonian models 
encountered in dynamical astronomy, as for example, in the restricted three body 
problem, in axisymmetric galaxies, and in rotating barred-spiral galaxies. The 
variety of applications of canonical perturbation theory in dynamical astronomy
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renders hardly tractable any attempt to review them. Instead, we present be
low only the Hamiltonian formalisms associated with these specific examples, as 
well as the way by which book-keeping, and other formal aspects of normal form 
theory, can be implemented in each case. We hope that the collection of some 
basic formulae could motivate readers to develop their own implementations of 
the methods and principles discussed below. This is actually the overall purpose 
of the present lectures.

Acknowledgements: I am indebted to the head of the 3rd LaPlata school 
Professor Pablo Cincotta, for his invitation, the fact that he trusted upon me a 
substantial part of the school’s program, and a great hospitality. My thanks go 
also to Professors Claudia Giordano and J.C. Muzzio. I would like to gratefully 
acknowledge my interaction over the years with Professor George Contopoulos, 
who has taught me the importance of focusing on an application-oriented ap
proach to canonical perturbation theory, which proves to be quite fruitful in 
concrete problems encountered in the study of galaxies, the solar system, and 
plasma physics. Professor Antonio Giorgilli has patiently corrected (and still, 
occasionally!) many misconceptions of mine regarding how to implement and 
work out the estimates of normal form theory in Hamiltonian systems. Dr. 
Kleomenis Tsiganis entrusted me to present some material related to the canon
ical formalism in problems of solar system dynamics. In my understanding of 
the material presented in section 4 I benefited a lot from discussions with Profs. 
Giancarlo Benettin, Claude Froeschlé and Massimiliano Guzzo. Many results 
reviewed in the same section are the outcome of a joint collaboration with Dr. 
Maria Harsoula. I am grateful to Nikos Delis, who undertook with dedication 
the task of reproducing all calculations in the text. Matthaios Katsanikas, Liana 
Tsigaridi, and Helen Christodoulidi made also useful remarks and corrections.

A final word: These notes are my effort to respond to the many inspiring (and 
on-going) interactions with a group of very motivated young astronomers that 
attended the school. I would like to mention in particular the LOG members Lu
ciano Darriba, Nicolás Maffione, Martin Mestre, Octavio Miloni, Rocío Paez and 
Paula Ronco. Let me hope that the present notes could fulfil in part their ex
pectations for a text providing practical help in their and their colleagues’ study 
of a fascinating subject, namely Hamiltonian dynamical systems as applied to 
Dynamical Astronomy.

2. A ‘WARM-UP’ EXAMPLE: THE PERIODICALLY DRIVEN 
PENDULUM

2.1. Phenomenology

Let us consider a periodically driven pendulum model given by the Hamiltonian

H = ——Wq(1 + e(l + p) cos wt) cos 0 • (1)

We postpone until section 5 a detailed discussion of the physical context in which 
a model like (1) could arise in systems of interest in dynamical astronomy. We
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mention only that a model like (1) could represent a simplified version of the 
local form of Hamiltonian dynamics in cases of resonances, as, for example, the 
mean motion resonances in solar system dynamics or the disc resonances in spiral 
and barred galaxies.

The model (1) can be considered as a time-dependent system of one de
gree of freedom (called sometimes ‘one and a half’ degrees of freedom). In 
practice, it often proves helpful to eliminate the formal dependence of a Hamil
tonian function like (1) on time. When this dependence is through trigonometric 
terms of the form cos[(niwi + 712^2 + ... + nmu)m^, i.e. with one or more (in
commensurable) frequencies wi,..., wm, a usual procedure by which we do the 
formal elimination is to ‘upgrade’ each of the quantities o^t to an angular vari
able (ft = o^t, to which we associate a conjugate ‘dummy’ action /,. It is then 
straightforward to show that Hamilton’s equations under the original Hamilto
nian Hff,p;u)it, o)2t,... ,o)mtf are equivalent to Hamilton’s equations under a 
new Hamiltonian, called the extended Hamiltonian:

H' = H(f,p, 01,02 • •• ) ^m) +W1Z1 + ...+^m^m * (2)

Implementing the above procedure in the Hamiltonian (1) (where we only have 
one external frequency, i.e. w), we arrive at the extended hamiltonian:

2
H'(f>, <f,p, I) = + cal — Wq(1 + e(l +p) cos 0) cos 0 • (3)

In numerical studies, an advantage of employing the Hamiltonian (3) over 
(1) is that the energy E = H'^;, <f>,p, I) is a preserved quantity along the orbital 
flow of the hamiltonian (3), while this is not so for the hamiltonian (1). Thus, 
when we solve numerically the equations of motion under the Hamiltonian (3), 
we can test the accuracy of numerical integrations by checking how well is the 
energy E preserved along the numerically computed orbits. This, at the expense 
of some extra time required to compute the time evolution of the dummy action 
I. '

We proceed now in a rough investigation of the dynamical features of motion 
under the Hamiltonian (3) via a numerical example. To this end, we first fix 
numerical values for the frequencies, say, wq = 0.2 V2 and w = 1. The motivation 
for such choice will be gradually recognized as we proceed.

In order to numerically visualize the properties of motion, a basic first step 
is to plot phase portraits, as we vary the perturbation parameter e. In this it 
is helpful to introduce a convenient surface of section, i.e. a surface crossed by 
all trajectories. By plotting only the crossing points of the trajectories with 
the surface of section, we obtain two-dimensional plots easy to visualize and 
interpret. In systems with a periodic-in-time perturbation, a convenient choice 
of surface of section stems from noticing that the angle 0 grows linearly in time 
(i.e. 0 = o)t, setting 0 = 0 at t = 0), independently of the time evolution of the 
remaining variables f’,p,I. Thus, in a system like (3) we can choose as surface 
of section the surface given by the condition (fmodiir = 0. Substituting this 
condition in the Hamiltonian (3), for fixed energy E, we find:

2
E = ^ + col - Wq(1 + e(l +p^ cos-0 . (4)
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This is a condition binding together the variables (0,p, I). Solving, for example, 
for I, we find:

I = — ( E - — + Wq(1 + e(l + p^ cos-0 I . (5)

Eq.(5) implies that in order to visualize dynamics, it suffices to plot the points 
(0,p) on a two-dimensional plot every time when 0 becomes equal to a multiple 
of 2tt, since, then, the value of I is specified completely. Equivalently, if we give 
some initial condition -0(0) = 0o, p(0) = po, and an auxiliary initial condition 
for the dummy action I, e.g. Z(0) = 0, we can compute numerically the time 
evolution ^(t^p^ (and I(t^, and plot one point on the plane (0,p) whenever 
the time t is equal to a multiple of the perturber’s period, i.e. at the times ti = 
2rr/u), Í2 = írr/uy etc. The set of points ('0i,p¿) = ('0(L),p(L)), ti = ¿(2tt/w), 
i = 1,2,... are called surface of section iterates. As a rule, computing a few 
thousand iterates per trajectory is enough to obtain a clear visual picture of the 
dynamics.3

3We note, in passing, that the sequence (Pq,pq) ~> (bi,Pi) ~> (b2,P2) —> ... can be viewed also 
as a mapping, i.e. the point (-¡/’o,Po) is mapped to C’oPih then (b2,P2) etc. In fact, in the 
study of hamiltonian dynamics, we often use as models explicit mappings, like, for example, a 
2D mapping of the form

b¿+i = KPoPik Pi+i = gU'oPb (6)

where the functions /, g are explicitly given, instead of being computed as the surface of section 
iterates of some Hamiltonian model. Such is the case of the celebrated Chirikov’s (1979) 
standard mapping:

pi+r = pi + pi + K siri pi (¿m^Eíip
Pi+i = pt+K siri pi (7)

where K is a constant ‘non-linearity parameter’. The mapping (7), or variants of it in two 
or more dimensions, have been used as prototypes for many studies of chaotic diffusion in 
conservative systems.

Figure 1 shows the phase portraits (surfaces of section) of the Hamiltonian 
model (3) for two different values of e, namely (a) e = 0.04, and (b) e = 1. These 
are chosen so as to represent two well distinct regimes characterizing hamiltonian 
dynamics. In particular:

(a) Figure la shows a typical phase portrait in the nearly-integrable, or 
weakly chaotic case. Its main feature is that the phase space is filled for the 
most by invariant tori. In fact, we distinguish three types of such tori in Fig.la: 
i) librational tori (closed curves), ii) rotational tori (open curves extending from 
—tt < -0 < tt), and iii) tori around higher order resonances (islands of stability). 
As we will see, we can establish that the trajectories giving rise to such invariant 
curves are quasi-periodic, i.e. they can be represented by a sum of trigonometric 
terms with one or more frequencies. Also, these orbits are called regular, i.e. 
they introduce no chaos, and they have zero Lyapunov characteristic exponents. 
However, Fig.la shows also some local chaos around the pendulum separatrix 
layer. But a main feature of the orbits in the chaotic layer is that these orbits 
cannot exhibit macroscopic transport beyond a domain confined by the presence 
of invariant tori. This is a property of systems of at most two degrees of freedom,
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Figure 1. Surfaces of section of the perturbed pendulum model (Hamilto
nian (3)) for (a) e = 0.04, and (b) e = 1.

-3-2-10 1 2 3
Vfrad]

while, as we will see in section 4, in systems of three or more degrees of freedom 
such transport is allowable via the so-called mechanism of Arnold diffusion.

(b) Figure lb exemplifies the so-called strong chaos regime, where most tra
jectories are chaotic. In the surface of section, chaos shows up as an apparently 
random distribution of points on the surface, called a ’chaotic layer’ or ’chaotic 
sea’. It should be noted, however, that the motion in a chaotic layer like in Fig.lb 
has also some underlying structure and obeys laws, which render chaotic motions 
qualitatively very different from random motions (see Contopoulos (2002)).

In the remaining part of section 2, we will exploit the numerical example 
of figure 1 as a basis in order to introduce some basic forms and techniques 
of canonical perturbation theory. Most of the methods presented below deal 
with a description of the regime of regular dynamics. These are useful when the 
perturbation parameter e is relatively small, for example e < 0.1 in the case of 
the Hamiltonian (3). Are such perturbation values relevant to the size of var
ious perturbations encountered in systems of interest in dynamical astronomy? 
We will see that, while we can definitely identify cases of strong chaos in as
tronomical systems, the case of systems approximated by nearly-integrable (or 
weakly chaotic) dynamics appears also quite frequently. Table I shows different 
types of astronomical systems, and the sort of perturbations that can appear in 
them along with a rough estimate of the expected size of various perturbations. 
We observe that typical perturbations in dynamical astronomy are in the range 
10 4 < e < 1. In this regime, most forms of canonical perturbation theory are 
applicable to some extent. The domain where this is most evident is solar system 
dynamics, which is historically the domain which has lead to most developments 
in canonical perturbation theory. The importance of nearly-integrable systems 
in the study of solar system dynamics has been emphasized by H. Poincare 
(1892) in his seminal “Methodes Nourelles de la Mécanique Celeste”. In fact, the 
study of motions under a Hamiltonian of the form

H = H0 + eHt
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where Hq is an integrable model and eHy is a function analytic in e, (i.e. devel
opable as a convergent series in powers of e), is called by Poincare the “funda
mental problem of dynamics”.

In subsection 2.10, however, we will see that canonical perturbation theory 
can be used also with profit in describing even some features of chaotic dynamics, 
as in Fig.lb. In particular, canonical perturbation theory can be used in order to 
compute the asymptotic invariant manifolds emanating from unstable periodic 
orbits located in the chaotic subset of the phase space. The invariant manifolds 
are objects of great complexity, whose form, nevertheless, can be computed 
by the method of hyperbolic normal forms, discussed first by Moser (1958), 
and implemented in the canonical framework by Giorgilli (2001). The study of 
manifold dynamics is a quite modern subject that has led to many applications in 
celestial mechanics and galactic dynamics (Voglis et al. (2006), Romero-Gomez 
et al. (2006, 2007), Tsoutsis et al. (2008, 2009)), and even space-flight dynamics 
(see Perozzi and Ferraz-Mello (2010) and references there in, and Gómez and 
Barrabés (2011)).

Table 1: Perturbations in astronomical systems

System Type of perturbation perturbation 
value

Earth sattelite dynamics Earth’s oblateness ~ 10 2
Solar system dynamics Mass of Jupiter

Mass of other giant planets
Eccentricities
Inclinations

10;;
10 4
10 2 - 10 1
IO"2 - 10 1

Extrasolar planetary systems Mass of giant planets 
Eccentricities

10;; - 10 2
10 1 - 1

Spiral - Barred galaxies Spiral perturbation 
Bar perturbation

10 2 - 10 1
10 1 - 1

Elliptical galaxies Ellipticity ~ 0.5, but 
equipotential 
surfaces rounder
~ 0.1 -0.3

Triaxiality
Ratio of central

0.1 -0.5

mass to galaxy mass 105 - 10 2
Charged particle 
motions in magnetic 
fields

10;; - 10 1

2.2. The concept of normal form

We start our discussion of how to implement canonical perturbation theory in 
the study of regular motions in a hamiltonian system like (3) by recalling first 
some basic notions related to the theory of normal forms in Hamiltonian systems. 
This theory will be implemented in the case of the extended Hamiltonian H' of
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Eq.(3) (in the sequel, for simplicity we drop the prime symbol and refer to the 
latter simply as if).

In the context of canonical perturbation theory, a normal form can be de
fined as a Hamiltonian function yielding a simple-to-analyze dynamics.

It should be made clear at once that, in the above definition, ‘simple-to- 
analyze’ does not necessarily mean ‘integrable’. In fact, normal forms that are 
integrable Hamiltonians appear only in particular cases of non-resonant, or at 
most simply-resonant, models. In general, however, a multiply-resonant normal 
form is a non-integrable Hamiltonian, and in fact, the dynamics under such a 
normal form could imply even a large degree of chaos (see section 4). How
ever, normal forms are Hamiltonians having some particular properties to be 
discussed below, which render their study simpler than the study of the original 
Hamiltonian from which they arise.

What is precisely the relation between a normal form and the original Hamil
tonian of interest? The normal form arises after implementing a canonical trans
formation to the variables appearing in the original Hamiltonian. In the example 
of the hamiltonian (3), the overall procedure is the following:

i) We are interested in modeling, e.g., the regular trajectories appearing 
in Fig.la, by computing one or more normal form models associated with the 
Hamiltonian (3).

ii) To this end, we introduce, by a suitable method, a canonical transforma
tion allowing to pass from the old canonical variables ff, f>, p, I) to new canonical 
variables ( f', <f' ,p', I'Y

iii) We substitute this transformation in the original Hamiltonian, and find 
the form of the Hamiltonian as expressed in the new variables. We then find 
that, after the substitution, the new Hamiltonian takes typically the form of a 
sum of two parts

H^^'^Yp',!'") = (8)
Hffff, cfYpY I'f^YY <t>YpY i'YpW, ^YpY I'YiYYY iP* i'Y)

= z^'^YpYi’) yR^'^YpYr)

where the terms Zff, <f',p', I') and R(tf'^YpY I') are called normal form and 
remainder respectively. The normal form term Z is the one whose significance 
has been discussed already. However, the transformed hamiltonian contains also 
the remainder term R. This term is important, because it tells us how much 
the dynamics of the original Hamiltonian really differs from the dynamics of 
the normal form. In fact, most schemes of perturbation theory are formulated 
upon the requirement to have proper control over the growth of the size of the 
remainder (see below).

The study of the influence of the remainder on dynamics requires new tech
niques, going beyond the formal aspects of canonical perturbation theory. A 
basic example of such techniques is provided by the theory of diffusion devel
oped by Chirikov (1979, see the review by Cincotta (2002) and section 4 below).

We will now examine in detail the technical aspects of how to construct a 
normal form in practice for the Hamiltonian (3). We first observe that, in order 
to deal with canonical transformations, we are in need of a formal apparatus 
performing such transformations in a way convenient to the derivation of a nor
mal form. The technique of Lie series transformations is widely used to this
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end, and easily transferable to a computer-algebraic program. To this we now 
turn our attention.

2.3. Canonical transformations by Lie series
The idea of a Lie series canonical transformation is very simple: just consider an 
arbitrary function yff, f>, p, I), and compute the flow produced under Hamilton’s 
equations of motion if, instead of H, y was supposed to be the Hamiltonian. The 
equations of motion would then be:

5x • = _9y 
di1 df'1 (9)

Let fft\ <fft),pft), I ft) be a solution of Eqs.(9) for some choice of initial condi
tions 0(0) = 00, 0(0) = 0o, p(0) = po, and 1(0) = Iq. The key remark, now, is 
the following. For any time t, the mapping of the variables in time, namely

(0O,0O,PO,ZO) -> (0f,0f,Pf,4)

can be proven to be a canonical transformation (see, for example, Arnold (1978)). 
In that sense, any arbitrary function yff, f>,p, I) can be thought of as a function 
which can generate an infinity of different canonical transformations, via its 
Hamilton equations of motion solved for infinitely many different values of the 
time t. In fact, from this viewpoint t can be considered as a parameter which 
defines, according to its value, the whole family of the canonical transformations 
generated by y.

How practical is this method in defining canonical transformations? Clearly, 
for an arbitrary function y, the task of solving Eqs.(9) for every value of t is 
hardly tractable. However, we can note that for t small enough, a solution of 
the initial value problem of Eqs.(9) is always possible via Taylor series. This, 
because by knowing explicitly how the first derivatives f’,<j),p,I are expressed 
as functions of the canonical variables (0,0, p, I) (via Eqs.(9)), we can find 
similar expressions for the time derivatives of all orders, depending on the same 
quantities. We have, for example:

d20 
dt2

(9x\ • , 9 (dx\ r 
\Op J 01 \Op J

(10)

We note that, after all operations, the second derivative cP^/dt2 has been ex
pressed in Eq.(10) in terms of the function yff, <f,p, I) and some partial deriva
tives of it. This implies that Eq.(10) resumes the form d20/dt2 = Fyffh ^Pt If 
i.e. the second derivative cPffclt2 can be expressed as a function of the canonical 
variables (0, 0, p, I). By repeating the above procedure, it is straightforward to 
see that the same holds true for the derivatives of all orders, i.e. we can derive 
expressions of the form dnf’/dtn = F^vnff, <f,p, I) for all n = 1, 2,....

Why is this required in practice? If we express the solution 0(t) as a Taylor
series

, , . , chMO) 1 d20(O) 9W! = .W! + 2LLlt + -^le + ... (11)
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and substitute in (11) the expressions for all functions d""4’/dtn by their equiva
lent functions F^,v„(0, f>,p, I), we find an expression of the form

^t = 0o + FtM),<kPoJo)t + ^F^^o^o^PoJoV + ... (12)

where fg = fflf ’4’0 = '0(0), etc- This procedure can be repeated for all remain
ing variables, yielding finally expressions of the form

0t = 0o + Ftyi(0o, 0O, po, 7o)t + ^^^(00, 0O, po, Tq)í2 + ...

0t = 0o + F^i(0o,0o,po,4o)t + |f^2(0o,0o,Po,4o)í2 + • • • (13)

Pt = po+ FPii(0o,0o,po,To)t +|fPi2(0o,0o,po,To)í2 + ...

It = Zo + F/y^o, 0o,po,/o)t + |fz,2(0o,0o,Po,To)í2 + ...

Expressions like (13) are called Lie series, and they provide a family of formal 
canonical transformations for any value of the time variable t, which, for this 
reason, can be considered as a parameter characterizing this family. Of course, 
in order that the expressions (13) have meaning, the series in the r.h.s. of all 
equations must be convergent. We will examine the question of convergence in 
some detail below, but for the moment let us assume that the function y, and its 
derivatives, are small enough so that the series (13) are convergent when the time 
is t = 1. We then obtain a Lie canonical transformation, from (0o, 0o, Po, Io) to 
(01,0i,pi, IT), i.e.:

0i = 0o + F,yi(0o, 0o,po, To) + ^^^(00,0o,po, To) + ...

01 = 0o + Fyy(0o, 0o,po, To) + |f^2(0o,0o,po, Io) + • • • (14)

pi = po+ FPii(0o,0o,po,4o) + |fPi2(0o,0o,po,4o) + ...

Ii = Io + F/ii(0o, 0o, Po, Io) + 2^0,2(00,0o, Po, Io) + •• •

The function y is called a Lie generating function, i.e. it ’’generates” a canonical 
transformation via Eqs.(14).

The canonical transformation (13) can be written in a concise form if we 
introduce the Poisson bracket operator Lx = {-,y}, whose action on functions 
fff, 4>,p, I) is defined by:

T f = if y = yL^x , yL^x _ yL^x _ yL^x 
x ’ 94’ 9p 94> 91 9p 9:4’ 9194>

The time derivative of any function f^’, 0,P, I) along a hamiltonian flow defined 
by the function y is given by:

df = 9f_i df_i 0f_ - 9£j = d£dx ^/^X _ 9£9y _ ^/^X
dt 9:4’ 9o 9p^ 91 9:4’ 9p 94> 91 9p 94’ 9194>
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that is
5 = {/,x} = M . (16)

Extending this to higher order derivatives, we have

-¿={...{{f,x},x}...x} = L^f . (17)

The Taylor series (13) can now be written as

d^o cZ20o 2 ,
^’t = 0o + —¡rt + —^t + . dt dtz

V-^cn! dtn n=0
(18)

However, taking into account that the Taylor expansion of the exponential 
around the origin is given by

n=0

we can see that the Taylor expansion (18) is formally given by the following 
exponential operator

cl d 1 d?
1 dt dt 2 dt2

Finally, taking into account Eqs.(16) and (17), we are lead to the formal defini
tion of the Lie series

0t = 0o + (L^o^t + -(L^o^t2 + ... (19)

Setting, again, in (19) the time as t = 1, we define a canonical transformation 
using Lie series by recasting equations (14) in the form:

01 = exp(£x)0o, 0i = exp(£x)0o, pi = exp(Lx)p0, h = exp(£x)Z0 • (20)

We summarize here the following basic properties of Lie series:
i) Any arbitrary choice of function y produces a canonical transformation 

(00, 00,Po, 7q) —> (0i, 0i,pi, Li) via Eqs.(20). In normal form theory, however, 
we will see how to make a proper choice of one or more Lie generating functions y 
so as to ensure that, after accomplishing a sequence of canonical transformations, 
the Hamiltonian in the new variables obtains a form representing, indeed, the 
kind of properties we want it to represent.

ii) The operations involved in Eqs.(20) are just calculations of derivatives. 
This renders the method quite easy to implement and to adapt to a computer- 
algebraic program.

iii) The fact that the time derivative of any function / under the Hamilto
nian flow of another function y is given by Eq.(16) implies that:

/1(01,01, Pl, Zl) = (21)
0(0(01, 01, Pl, Zl), 0(01,01, Pl, Zl),p(01, 01, Pl, Zl ) , Z(01, 01, Pl, Zl))

= exp(Lx)/(0i,0i,pi,Zi) .
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In other words, in order to find what form does a function / of the canonical 
variables (0, 0, p, I) take, if, in the place of (0, 0, p, I) we substitute the new vari
ables (0i, 0i, pi, Ii), we do not really need to compute the transformation and 
substitute afterwards in /, we can simply implement the Lie operator exp(£x) 
directly on /. This is algebraically very convenient, because it means we never 
have to make function compositions, which is a cumbersome algebraic proce
dure, but we only have to deal with computing derivatives of functions, which 
is always a straightforward procedure.

iv) If y is a small quantity, the Lie series transformation (20) can be con
sidered as a near-identity transformation, since, for example,

exp(£x)0 = 0 + {0, y} + • • •

All the above properties are relevant in the implementation of normal form 
theory as will be clear by the examples below.

2.4. Application: Birkhoff normal form for rotational tori

We are now ready to see how normal form theory can be implemented in the 
Hamiltonian (3), in order to help answering some practical questions. The first 
question that we will address is the following: in the phase portrait of Fig.la, in 
the domain beyond the separatrix, we observe the existence of many invariant 
curves corresponding to rotational tori (roughly at values of p in the domain 
|p| > 0.5). The motion on such tori appears to be quasi-periodic 4. Can we 
find a useful normal form by which to represent the motions in this domain as 
quasi-periodic? Even more, can we use normal form theory in order to prove 
the existence of quasi-periodic motions in the system (3)?

4A dynamical variable x(f) is said to undergo a quasi-periodic time evolution with ti incommen
surable frequencies ui,...,un if its dependence on time is via one or more trigonometric terms 
of the form ^((miiJi + m^cu^ + ... + m„cu„)t), with mi, ma,..., m„ integer.

It is always important to recall the following fact: despite that normal form 
theory is a mathematical theory, our chance to implement it successfully in order 
to answer such questions depends crucially on our correct understanding of the 
physical properties of the motions we try to represent. In the domain |p| > 0.5 
of Fig.la, these motions are rotations, i.e. a test particle (or a real pendulum) 
subscribes a rotation with a value of the angle '0 monotonically increasing in time 
(above the separatrix), or decreasing in time (below the separatrix). In fact, it 
is evident that for p large in measure, the rotational motion of the pendulum 
approaches more and more uniform rotation. In the phase portrait of Fig.la, 
this means that for higher values of p the invariant curves on the top side of the 
plot take closer and closer the form of straight lines. Thus, it seems reasonable 
to look for a normal form representing the motions in this domain, constructed 
in such a way that its lowest order approximation represents uniform rotation.

On the basis of the above argument, let us focus on one value of p, to be 
hereafter denoted p*, for example p* = 2(^3 — 1) ~ 1.46410, corresponding to 
the value of the ordinate of a dashed line shown in the upper part of Fig.la. 
The reason for choosing a value of this type (which is incommensurable with 
w = 1) will become evident in a while. We now clearly see that the dashed line
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in Fig.la intersects some invariant curves in such a way, that the variations of 
p along one curve above or below the dashed line are relatively small (of order 
~ 0.1) around the fixed value p* = 1.46410. Let us then introduce a local action 
variable 1^, via

I^p-p* (22)
i .e. by simply shifting the center at p = p*. A change of variables like (22) 
is a trivial form of canonical transformation, thus it can be substituted in the 
Hamiltonian function (3). Setting p = 1.46410+ 1^, and also wq = 0.2 V2, w = 1, 
e = 0.04, we arrive at the Hamiltonian 5

5 The reader is asked to tolerate the fact that we will continue the example hereafter with 
numerical coefficients. In fact, this is exactly what happens in practice, i.e., in practical com
putations we rarely choose to carry along symbols like ljo^c etc. With a little effort to 
acquaint him/herself with this notation, the reader will realize that the use of numerical coeffi
cients hereafter renders the example easier to study. Furthermore, there seems to be no better 
way for one to acquire a ‘feeling’ of how a method works, than by seeing the real numbers the 
method produces in a practical example. At any rate, we will truncate all figures at five digits, 
so as not to produce very lengthy formulae. In the computer, we retain of course many more 
significant digits.

6This is really a convention; with a little a posteriori experience, one understands that a differ
ence of one order of magnitude does not really matter very much in whether or not we should 
diversify the third term from the first two terms.

j2
H = 1.07179 + 1.464107.0+/ + ^ (23) 

— 0.08 cos 0 — (0.0078851 + 0.0032/0,) cos 0 cos 0 .

The constant 1.07179 in the hamiltonian (23) does not affect the dynamics, 
thus we will omit it in all subsequent steps. It is interesting to note that, already 
at this stage, the Hamiltonian (23) provides us with some information about 
the character of the rotational motion. In fact, if we take Hamilton’s equation 
for -0 we find '0 = 9H,9I^ = 1.46410 + ..., where the three dots denote here 
all remaining terms, whose size, however, is considerably smaller than the size 
of the first term. We thus see that the Hamiltonian (23) describes rotational 
motions with an angular frequency that varies in time a little around the value 
w* = 1.46410. ’ *

In order to make this statement more precise, we need to characterize quan
titatively how does the presence of the terms —I^,/2, —0.08 cos 0 and —(0.0078851 
+0.0032/, J cos 0 cos 0 perturb the motion with respect to a uniform rotation. 
A quick visual look to Fig.la shows that the variable 1,^ is expected to hold vari
ations of about ~ 0.2, or 1^/2 ~ 0.02. Thus, the two terms 1^/2 and 0.08 cos 0 
have a rather comparable size, of the order of a few times 10 2. while the third 
term can be considered of the same order, or one order of magnitude smaller. 
For simplicity, we will consider all three terms of similar size 6. We will intro
duce a formal notation to account for this consideration: in front of every term 
in (23), we introduce a factor Xs, where A, called hereafter the ‘book-keeping 
parameter’, is a constant with numerical value equal to A = 1, while s is a pos
itive integer exponent whose value, for every term in (23), is selected so as to
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reflect our consideration regarding what order of smallness we estimate a term 
to be of in the Hamiltonian. Thus, considering the leading terms 1.464101^, and 
I as of order zero, we put A0 in front of them. On the other hand, considering 
the remaining three terms as of a similar order of smallness, i.e. first order, we 
put a factor A1 in front of them. The Hamiltonian now reads:

H = A°(l.464101^, + Z) (24)
/ Z2 \

+ A1 y-OSc^-CQ.QQZmi + Q.QQS^jccM’cc^ .

Since A = 1, nothing has really changed. However, the appearance of the symbol 
A allows one to clearly identify one’s own perceptions about the ‘hierarchy’ by 
which various terms in the Hamiltonian affect the dynamics. These perceptions 
are not completely objective. Let us discuss some alternative choices with respect 
to the book-keeping introduced in (24). We could have written:

/ j2 \
H = A0 1.46410Z^ +1 + (25)

— A1 (0.08 cos 0 + (0.0078851 + 0.00320/,) cos 0 cos 0) .

Such a choice would imply that we consider the free rotator model as the basic 
approximation, i.e. a model in which the frequency of rotation varies with the 
action. In fact, this is perfectly true for the pendulum. Thus, one may incor
porate this property directly from the start in the ‘zeroth-order Hamiltonian’, 
a process which, as we will see, is indispensable in the construction of the so- 
called Kolmogorov normal form, by which we rigorously show the existence of 
rotational tori in the Hamiltonian (3). If, on the other hand, we ignore this 
property at zeroth order, and consider it a higher order effect (like in the book
keeping of Eq.(24)), we will ‘recover’ the dependence of the frequency on the 
action 1^, after working out some steps of perturbation theory. Let us mention 
still a third option:

/ /2 \
H = A0 1.46410^, + 7 + y ~ °-08 cos 0 (26)

- A1 (0.0078851 + 0.0032Z^) cos 0 cos 0 .

Choosing this book-keeping option is equivalent to saying that, at zero order, we 
consider the dynamics being that of the pendulum, so that the only perturbing 
term is provided by the external driving.

It must be emphasized that all these choices are nothing but different repre
sentations of what we consider to be the essential dynamics, although, in reality, 
the true dynamics is one and the same. Thus, in a certain sense a choice of 
book-keeping is only a representation of our own viewpoint of what is a useful 
basic approximation to the dynamics. This ‘freedom’ notwithstanding, it should 
be stressed that having a correct viewpoint guided by physical principles is es
sential, because the choice of book-keeping affects in a crucial way all subsequent
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steps of perturbation theory, thus determining how successful will the approxi
mation prove to be in the end. As we will see, this reflects both in formal, as 
well as physical properties of the solutions found via any particular perturbative 
scheme. 7

'We will see below that the terms of order zero in À appear in the so-called ‘homological equa
tion’, i.e. a partial differential equation by which we compute generating functions in canonical 
perturbation theory. These terms are also called the ‘kernel’ of the homological equation, or 
the ‘Hori kernel’ (Hori (1966), Deprit (1969), see Ferraz-Mello (2007)). In summary, the choice 
of Hori kernel implies a choice of basic dynamical model whose qualitative behavior we ex
pect to approximate the true dynamics in the domain of the phase space considered. Four 
basic choices of possible Hori kernel are: i) the oscillator (e.g., in two degrees of freedom, 
ooI + uo.I^,, ii) the rotator (yol + lo.Ii X pl^/í), iii) the pendulum (or ‘first fundamental res
onance model’ (Henrard and Lemaitre (1983)) loI + w.I^ + [31^2 + BcosikplY and iy) the 
Andoyer Hamiltonian (or ‘second fundamental resonance model’ (Henrard and Lemaitre 1983), 
loI + U0.I4, + PI4J2 + BI1̂ 1 cosikplY The latter kernel appears quite often in problems or 
resonance in solar system and in galactic dynamics (see e.g. subsection 5.4).

8 The reader is prompted not to be discouraged by the apparent complexity of subsequent for
mulae. But this is really the crucial point of the whole method, so study with paper, pencil, 
and a lot of patience, is at this point indispensable.

We now return to our original book-keeping scheme, i.e. Eq.(24). In this 
scheme, the zeroth order Hamiltonian is just Hy = 1.464101^, +1. Thus, under 
the Hamiltonian flow of Hy, both quantities I^, I are integrals of motion, i.e. one 
has 1.^ = 1 = 0, since in the Hamiltonian Hy both angles 0, 0 are ignorable. This 
property of Hy suggests looking for the possibility to construct, via a sequence 
of canonical transformations, a normal form which, in the new variables, is 
independent of the angles. This guarantees that the new action variables, after 
the transformation, will be integrals of motion of the normal form canonical 
flow.

Let us see in detail how to compute the normal form at first order in the 
book-keeping parameter A. We implement the following steps8:

i) notation: We denote by H^ the original hamiltonian and by H^ the 
Hamiltonian after implementing a canonical transformation from the original 
variables, denoted hereafter by (^/^°\ 0^, Z^, Z^), to new canonical variables, 
denoted by (0^, 0^\, I^\ Furthermore, we denote by Zy = ZZq°) the 
terms of H^ of order zero in A, and by H^ the terms of order one in A, that is

H^ = Zy + XH^ (27)

where
Zy = 1.46410Zj0) + Z(o),

-------0.08 cos 0(o) - (0.0078851 + 0.0032Zj0)) cos 0(o) cos 0(o) .

ii) We look for a Lie generating function bringing the Hamiltonian in normal 
form up to terms of first order in A. The generating function, denoted by yi, is 
a function of the new canonical variables, i.e. yq = yi^’^, 0^\ 1^, Z^i).
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iii) The canonical transformation induced by yi yields the old canonical 
variables in terms of the new canonical variables (not the other way around). 
This is explicitly given by:

^ =exp(LxlV1\ /0) =exp(LxlV1\ (28)
1^ = exp(LX1V^\ 1^ = exp(LX1)Im •

We now specify what is an appropriate form yd should have, to render H^ 
in normal form up to terms O(A). To accomplish this task, we note that if we 
knew xi, then, according to Eq. (21), the Hamiltonian after the transformation 
(28) would be given by:

Hto^,/1),^^) =exp(LxjH(0\^ . (29)

The lowest order terms of the Lie operation in the r.h.s. of Eq.(29) are:

HW = exp(LX1)H(°) = H^ + LX1H^ + |l^ ^(o) + ...

In view of (27) this takes the form

H^ = Z0 + XH^ + {Zo, xi} + A{H^0), xi} (30)
+ |{{Z0,xi}, Ai} + AjííHp^xóWi} + ...

The key remark, now, is the following: in the Hamiltonian (27), the ‘unwanted’ 
terms (containing angles) are all found in the H^ term. We denote by h^ 
these terms, and in order to simplify notations, we will drop superscripts from 
the notation of the canonical variables (f, f>, 1^, I), keeping always in mind that 
before and after the canonical transformation there is an omitted superscript (0) 
and (1) respectively in these variables. With these conventions, we have:

h^ = -0.08 cos 0 - (0.0078851 + 0.00327.0) cos 0 cos 0 .

We then note the following: if we choose xi to be a quantity of first order (O(A)) 
in the book-keeping parameter, then, only the second and third terms in Eq. (30) 
are of first order in A. Indeed, Zq is of order zero, while (assuming yi = O(A))

{Zo, xi} + AHp) = O(A),

X^°\x^ = O(X2f

^{{-^o, Ai}, Ai} = O(A2),

A|{{<),Ai},Ai} = O(A3)
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etc. We then require that yi be chosen in such a way that the combination of 
the only two possible terms of order O(A) eliminates the unwanted terms h^ 
from the new Hamiltonian H^. That is, we require that yi be such that

A(unwanted terms in H^'h + {Zg, yi} = 0

or
{Z0,Xi} + A/ií0) =0 . (31)

An equation of the form (31) is called homological equation. It is the most 
basic equation of canonical perturbation theory, since it is the one by which we 
specify the various generating functions appearing in a theory, like Xi- Also, we 
will see that the solution of a homological equation introduces divisors, whose 
accumulation after subsequent steps is responsible for the convergence (or non
convergence) properties of the series under study.

The solution of Eq.(31) is found in a straightforward manner, if we use the 
exponential notation cos0 = y^’ + ç ''")/2 (and similarly for cos0), in terms 
of which we have:

h^ = -0.04(e^ + e^

-(0.0019713 + 0.0008^)(ei(<H^ + e^^ + e^^ + e^^ .

The solution of (31) is then found by noting that a trigonometric term of the form 
a(y, /)+(+'</’+++), when acted upon by the operator {Zg,-} = y*!^ + wl, •} 
(where, in our case, w* = 1.46410, w = 1), yields

{Z0,ayiyk*ky = yj^ + ml^yj^e^^^ (32) 
= -i^aM^i^iy^** .

We then readily verify that if h^ is written under the form of a sum of Fourier 
terms

b" £ bk^kMJV^  ̂

++2,1+1+1+17+

the homological equation (31) is satisfied by setting Xi equal to:

_ \ \ A Jyyk2Ugh_n_ Uki'4,+k2<¡>')

1 2—"' i(kiu)* + k^y
+,+,|+|+|++o v 1 2 ’

In the specific example of h^ given as above, we find:

Xi = Xi ^0.027320(e^ - e^ + (0.0008 + 0.000324667v,)(e¿W’+<W _ ybH^

+(0.0042475 + 0.0017238A)+'f,/; '^ - e"^”^)
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We are essentially done. We now only need to find the form of the Hamiltonian 
in the new canonical variables, by computing

H^ =exp(LX1)HW . (34)

Up to second order in A we find9:

9Again, possibility to reproduce these results by paper and pencil implies that the method has 
been understood.

H^ = Zo + AZ! +A2H^ +

where

2

H^ = -8.07603 x 10 6 -3.27748 x 10 (7,/: -4.43496 x KT6^2''^ +e-d2b+^))

+2.35470 x io~5(e¿(2^ + e-¿(2W7)) - 6.28249 x 10~5(e^ + e~^)

+0.027320Z^(e^ + e"^)

+(8^+3.246627^) x 10-4(e^+^ + e^+^)

+(0.00424757^ +0.00172387^)(e^^ Te^^)

—(4.03802 + 1.6387470) x 10 G(e2;9 + e”2^) .
This resumes one complete step of the normalization algorithm.

The following are some remarks regarding the form of the Hamiltonian after 
the first normalization step:

i) Up to first order, the Hamiltonian H^ has been ‘brought into normal 
form’, i.e. we see the appearance of terms depending only on the actions 7^, and 
7. '" " ' " '

ii) At second and subsequent orders, on the other hand, the Hamiltonian 
H^ contains new terms, depending on the angles. These terms were not present 
in the initial Hamiltonian, but they were produced by the Lie operation of 
Eq.(34). In fact, the quantity R^ = A2#^ + A3#^ + ... constitutes the 
remainder function at this order of normalization. The appearance of new, ‘un
wanted’, terms, at second and higher orders, implies that, in order to eliminate 
these terms, we need further canonical transformations. Thus, using a Lie gen
erating function X2 (of order O(A2)), we eliminate the unwanted terms of order 
O(A2) in the Hamiltonian. This, in turn, generates new unwanted terms to be 
eliminated at subsequent steps, etc.

iii) Related to the previous remark, we also observe that the action of mul
tiple Poisson brackets in the implementation of the Lie operation of Eq. (34) 
generates new trigonometric terms, some of which are of higher Fourier order 
than those of the original Hamiltonian. Such are the terms exp(z(2^±ç!>)). This 
last property is important, because, as shown below, the generation of terms of
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higher and higher Fourier order in the course of normalization implies also the 
appearance of new divisors (of higher order) in the series.10

10On the other hand, in section 3 we will consider cases where Fourier terms of all orders are 
present in the series from the start. In such cases, however, the analyticity properties of the 
original Hamiltonian determine the size of its various Fourier terms as a function of the Fourier 
order in the original Hamiltonian. Then, it turns out that the process of generation of new 
terms provides again the leading contribution to the growth of the size of the series terms at 
subsequent normalization steps (see Morbidelli and Giorgilli (1997), and Morbidelli (2002), for 
a detailed discussion of this process). Thus, despite some formal differences, the outcomes of 
the normalization of Hamiltonians with either a finite, or a non-finite number of Fourier terms, 
are not so different in the end. More on this topic is discussed in section 3.

We finally recall again that, despite the absence of superscripts on the 
canonical variables (0, 0,1^, I), all variables appearing in the above expressions 
for H^ are the new variables, i.e. the one following the Lie series canonical 
transformation with xt.

2.5. General normalization algorithm
So far we demonstrated in detail the computation of a Lie canonical transfor
mation and associated normal form at first order of perturbation theory. We 
can readily generalize this computation and formulate a recurrent algorithm for 
Hamiltonian normalization at an arbitrary order r. To this end, we assume that 
r normalization steps were accomplished, and give the formulae for the r + 1 
step. After r steps, the Hamiltonian has the form:

H^ = Zo + XZi + ... + Xr Zr + A^1^ + A^2^ + ... (35)

The Hamiltonian term HrX1 contains some terms that we want to eliminate, 
denoted by as well as some terms that we do not want to eliminate, denoted 
by Zr+i (in the present example, these are the terms containing only the action 
variables). The question is to specify a generating function, of order OfA'1). 
which accomplishes the normalizing transformation. As in the case r = 0, we 
observe that in the Lie series exp(LXi,+1^H^'r\ the only terms of order Ar+1 are 
A'r+i^^ and LXt+1Zq. This implies that the generating function yr+i can be 
specified by solving the homological equation:

{Z^Xr+iHX^h^ = 0 . (36)

This equation can be solved in exactly the same manner as Eq.(33). After the 
generating function yv+i has been specified, we can compute the new, trans
formed Hamiltonian

H(r+i) =exp(LXr+1)HM . (37)

By construction, this is in normal form up to terms of order r + 1, namely:

H^ = Zo + XZt + ... + X ZT + Xr+1Zr+1 + A^H^ + ... (38)

This completes the r + 1 step of the normalization algorithm. The entire recur
sive algorithm thus takes the following form:
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Recursive normalization algorithm with Lie series
Assuming r algorithm steps have been completed:
1) Isolate from the Hamiltonian H^ (Eq.(35)) the terms in H^^ to be 

eliminated at the present step, i.e. hrJ¡_v
2) Solve the homological equation (36) and define xv+i-
3) Implement Eq.(37) and compute H^"^. This contains a normal form 

part:
Z^1^ = Zq + XZ^ ... + XTZr+Xr+1Zr+1 

and a remainder part

R^ = y^^A+l) + y+3H(r+l) + , , ,

The reader is invited to accomplish, for practice, the second normalization 
step in our example treated in subsection 2.4. We give, for verification, the form 
of the generating function x'2:

X2 = A2? (1.12901 x iO"6(eiW+^ - e^®®^)

-1.22119 x io-5^^-^ - e~W-7)} + 6.28249 x 10 ÃA9 - c A

—0.0186607^,(6^’ - e^®)

-(3.246627^ + 1.317577^) x 10~4(e®+® - e^^)

-(0.009152147^ + 0.003714197^)(e®®) - e^^

+(2.01901 + 0.819377^) x 10 'A®9 - c ®')^ .

The new Hamiltonian, after the second normalization, is given by:

77® =exp(LX2)77® . (39)

Restoring the numerical value of A, i.e. A = 1, the Hamiltonian H^ is in normal 
form up to terms of order 2, namely (omitting a constant):

72
77® = (1.4641016 - 3.27748 x 10 6) A + 7 + ^ + O(A3) .

We observe that the normalization procedure generated a small frequency cor
rection even to the term linear in the action 7^,.

On the other hand, the remainder is

7?® = X3H^ + A477® + ... (40)

The leading term in the remainder is . This contains 75 terms, thus it is 
unpractical to reproduce here. In fact, beyond the second order, calculations
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are all together hard to do without use of a computer-algebraic program. How
ever, we can predict some features of the term X^H .̂ In the series (39), the 
terms contributing to H^ are just H^ and {Zi,X2}- The term H^ can be 
analyzed itself in terms of Eq.(34), and it is found to contain contributions from 
(l/2){{Hp\ xi}, Xi}, and (1/6){{{Zq, Xi}, Xi}, Xi}- We thus start seeing, now, 
that the overall effect of the normalization procedure is to ‘propagate’ the initial 
Hamiltonian terms at higher and higher orders via multiple Poisson brackets 
with one or more of the generating functions xn XA etc. As we have seen al
ready in subsection 2.4, a main effect of this process is the generation of new 
harmonics, as the normalization proceeds. Namely, taking the Poisson bracket 
between any two terms of the form ae^^^’+^i and be±^mi^+m'2^\ with at 
least one of the coefficients a, or b, depending on the action L^, we find new 
terms according to

^aeMM^MiibeMmi^m.^ ^ New Fourier terms eti^kl^m^^k^m^ .

Since two out of the four possible (plus or minus) combinations of the expressions 
|fci ± mi| + |fc2 ± m-2| are larger from both |fci| + ¡fel, and |mi| + |m-2|, we see 
that the result of the Poisson brackets acting via the Lie operator is to generate 
new Fourier harmonics, of higher and higher order, at consecutive normalization 
steps. Thus, for example, we can check that the term H?> contains harmonics 
beyond the order 3, namely the harmonics:

rr(2) i(2b±2^) pi(b±3^) i(3b±2<^)

In subsection 2.7 we analyze how the appearance of harmonics of increasing order 
affects the convergence properties of the whole normalization process presently 
examined. We will see that these harmonics result in the appearance of new 
divisors, which, in turn, affect the growth rate of the series terms at successive 
normalization steps.

2.6. Practical benefits from the normal form computation

The practical question now is: what is our benefit from computing a normal form 
as above? In particular, can we advance our understanding of the dynamics by a 
normal form computation in a system like (3) with respect to a purely numerical 
investigation of the orbits?

Two main ways to benefit from computing a normal form are related to ex
plicitly computing the normalizing transformation by which we pass from the old 
to the new canonical variables, and vice versa. Consider first the transformation 
yielding the old variables in terms of the new variables. After r normalization 
steps, this is given by a composition of Lie series:

-0 = exp(£xJexp(£Xr_1)...exp(£X1^^^
0 = exp(£xJexp(£Xr_J...exp(£xJ^

I4, = exp(LxJexp(LXr_J...exp(Lx^ (41)

I = exp(LxJexp(Lxx_J...exp(Lx^ .



26 C. Efthymiopoulos

The net result of Eqs.(41) is to find series expressions of the form

V) = F4^\<^

<f) = F^\<^\^

^ = F^^^W^

I = Fi(^r\^r\l^\lM)

(42)

in which the old canonical functions are expressed in terms of the new canonical 
variables11. However, in our example of subsections 2.4 and 2.5, after a normal 
form has been computed, the time evolution of the new canonical variables under 
the normal form dynamics alone (i.e. ignoring the effect of the remainder) can 
itself be easily computed. In fact, since our normal form depends only on the 
actions , 1^, both and 1^ are integrals of the normal form dynamics. 
This also determines the frequencies by which the angles 'il.’^ and <yri evolve. 
In summary, we have the following time evolution of all new canonical variables:

11 Of course, in the computer we can only store a finite truncation of such series.

where the constants (-0¿ , (p^ Iq ) mark the initial conditions of an orbit
computed in the new variables. Since in a numerical calculation we can usually 
know the initial conditions only in the old variables ^o, ^o, 4.^0, Zq, we need also 
the inverse canonical transformation (from old to new variables) to compute the
constants (t/’o"), ^o^ ^O’ A)^)- ^ 1S easy t° verify that the latter is given by:

'</,(r) = exp(-£X1)exp(-£X2)...exp(-£^
/r) = exp(-LX1)exp(-LX2)...exp(-LXr)<(>

= exp(-Lxl)exp(-LX2)...exp(-LXr)Zv,

1^ = exp(-£X1)exp(-£X2)...exp(-£Xr)Z
(44)

Substituting the values of the initial conditions (^’o, Ç^o, ^’h, A)) in Eqs.(44) we 
then find the constants (^Qr\ ^r\ Z^q, Zq^), and, thereby, the whole time evo
lution of an orbit in the new variables via Eqs.(43). But then, substituting the
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expressions for f’^'^tf cf^ftf I^\t), and I^'^tf in the transformation (41), 
we can obtain an analytical formula for fftf, <f{t), I^ft), and I(t), i.e. for the 
time evolution of the old variables as well. That is, using the normal form we 
can obtain an analytical quasi-periodic representation of the time evolution of 
all canonical variables for regular orbits.

What is the precision level of such a representation? This is of the same 
order as the difference between the normal form dynamics and the true dynamics, 
implying that the precision level of normal form calculations is of the order of 
the size of the remainder lf!'. In a realistic computation, aimed, for example to 
represent the orbit of a planet or an asteroid in the solar system, or the motion 
of a satellite around a planet, the size of the remainder can be used in the above 
sense in order to estimate the timescale up to which a normal form computation 
yields a useful prediction. This timescale is essentially given by the inverse of 
the size of the remainder function.

The second way in which Eqs.(41) are useful regards the possibility to para
metrically represent the invariant surfaces on which lie the regular orbits, i.e., 
in our example, the rotational tori on which the orbits evolve quasi-periodically. 
In fact, the parametrization is provided, precisely, by Eqs.(41). This is trivial 
to see, since the values of 1^ and I^r\ which are integrals of motion, can be 

replaced by the constants (1^,1^ which act as labels for invariant tori. Af
ter this replacement, all the old variables (^’o, <M I^o, Lq) are given by equations 
depending on two parameters, namely tf^ and <^r\ Thus, we have the defini
tion of a surface topologically equivalent to a two-torus, which we can actually 
explicitly compute by taking many values of both angles f^ and ^^ in the 
interval [0,2tt).

Let us see the above properties in practice, by explicitly performing the 
associated calculations in our working example of subsections 2.4 and 2.5, up to 
a normalization order r = 2. Since yi and X2 are given, it is straightforward to 
compute the transformations (41), expanding both exponentials up to order 2 
in the book-keeping parameter A. Recalling that xi = O(A) and X2 = O(A2), 
we have:

exp(LX2) exp(LX1) = (1 + LX2 + -L22 + ...)(1 + LX1 + -L^ + ...)

= 1 + LX1 + -L^ + LX2 + O(A3) .

Passing from exponentials back to trigonometric expressions, and setting A = 1, 
we then find (using the expressions found in previous pages for yi and x'2):

if = 0Í2) + 0.0373205 sin(0(2)) + 1.11928 x 10 6 sin(2 0(2))

+0.01486 (1 + 1^ sin(0(2) - f^ - 1.63874 x 10 6 sin(20(2))

+5.27027 x 10 4/2j sin(0(2) + f^ + 2.97135 x 10 6 sin(20(2) - 20(2))

+1.05405 x 10 Ain^A'2' + if^ + ...
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1^, = 1.51629 x KF5 + 1.00001^2) + (o.O54641 - 0.0.037320Z^2)) cos(0(2)) 

+1.11928 x KF4cos(/2)) + ^5.51603 + 2.23856Z^2)^ x 10 6 cos(2/2)) 

+ (d.00849504 - 0.014857Z^,2) - 0.0074284(Z^2))2) cos(^(2) - <^>(2)) 

-4.88476 x IO5 cos(2 0(2) -/2)) 

+ ^0.0016 - 2.63513 x 10 4(/2j)2) cos(0(2) + /2)) 

+4.51602 x 10 6 cos(20(2) + /2)) + ...

We also have
4> = <(/2) ,

i.e. the angle <j> obeys the identity transformation. This is a particular feature 
of Hamiltonian systems like (3), i.e. where some angles (and their conjugate 
dummy actions) were artificially introduced to account for the time-dependent 
trigonometric terms. In fact, we observe that the dummy action I does not 
appear in any of the above expressions, or the expressions found for the Lie 
generating functions yr.

Figure 2. Numerical (solid) and theoretical (dotted) invariant curves after a 
hamiltonian normalization (see text) up to the maximum normalization order 
rmax = 2 (left panel), or rmax = 8 (right panel). There are 15 theoretical 
invariant curves shown, corresponding to the constant ‘label’ values of 1^ (in 
panel (a), or 1^, respectively, in panel (b)) given by 1^ = 0.06571 — 0.008, 
n = 9, 8,..., 5.

How well can the above transformations account for a precise analytical 
description of motions on rotational tori? Figure 2 shows a comparison between 
the theoretical invariant curves arising from the above expressions and the true 
invariant curves corresponding to the intersection of the rotational invariant tori
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in the domain 0.5 < p < 1.3, with the surface of section 0(m.oc/27r) = 0. The 
theoretical invariant curves are computed as follows: due to the surface of section 
condition, we first set <j>^ = <j> = 0. Then, we are left with expressions yielding 
-0 and 1^, each in terms of '^^ and 1^. However, 1^ is an integral under the 
normal form dynamics. Thus, each (constant) value of 1^ represents a label 

value for one rotational torus. In particular, the value = 0 represents a 
torus around the value p = p* = 1.46410 in the original variables. By fixing a 
value for I^\ and giving several values to <'*'2j in the interval 0 < ^’^ < 2tt, 
we compute both -0 and L^ (and hence p = p* + 1^ via the transformation 
equations. This yields theoretical invariant curves that can be compared to the 
numerical invariant curves on the surface of section.

Figure 2a shows this comparison using the normal form computation up 
to second order in A, for which the explicit parametric formulae corresponding 
to invariant curves are given above. The theoretical invariant curves are shown 
by thick dotted lines, superposed to the true invariant curves. We see that, 
already at this order of approximation, the theoretical invariant curves explain 
the shape of the true invariant curves in a domain above p = 1.2, although they 
have visible differences from them (of order 10 2). The approximation becomes 
worse as we approach closer to the separatrix of an island of stability located in 
the lower part of the figure. In fact, we observe that the theoretical invariant 
curves cannot represent the shape of the invariant curves in resonant domains, 
i.e. where islands of stability are formed. This is due to the fact that the basic 
frequencies m* and a) employed in the current normal form construction are non 
resonant. We will see, however (subsection 2.9) that it is possible to make a so- 
called resonant normal form construction, accounting locally for the dynamics 
within resonant domains of the model (3) that give rise to island chains as the 
one shown in Fig.2.

On the other hand, far from resonant domains the local approximation by 
the theoretical invariant curves becomes better, at least for low orders, as we in
crease the order of normalization. Thus, Fig.2b shows the comparison between 
theoretical and numerical invariant curves when the maximum normalization 
order is equal to r = 8. We now see that in the domain p > 1.2 the theoretical 
invariant curves nearly coincide with the true ones, as there are no visible differ
ences in the scale of Fig.2b. In fact, the accuracy of the approximation at this 
order can be checked to be of the order of 10 4. and the same result is reached 
by checking the time variations of the quantity I^if), which is an integral of 
the normal form dynamics, when computed along the numerical orbits lying on 
some invariant curves of Fig.2.

2.7. (Non-)Convergence properties. Small divisors

So far, we have seen that a normal form computation already at an order as 
low as two may provide a useful practical representation of the regular motions 
of a system under study. Furthermore, calculations like the one of Fig.2 yield 
the impression that by going to higher and higher normalization order, we can 
approximate regular motions up to any desired level of accuracy. However, one 
can see that by the method of Birkhoff normalization exposed in subsections
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2.4 and 2.5, this is not possible, i.e., there is a finite precision level reached at 
an optimal order, beyond which the above method does not converge. This is 
because the normalization algorithm of subsection 2.5 leads to a sequence of 
remainder values, as a function of the normalization order r, which is not a 
convergent, but only an asymptotic sequence.

Let IIBWII^ denote a suitably defined norm for the remainder series R^ 
at the r-th normalization step, that gives the size of the remainder in a sub
domain W^ of the phase space contained in the domain of analyticity of the 
function R^ ,12 Our statement on non-convergence of the Birkhoff normaliza
tion process can be formulated as follows:

12The author recognizes that too much is said at this point in only one sentence, without detailed 
explanation. But my purpose is to avoid at this point a detailed reference on how we deal with 
domains and norms in the functional space of interest in normal form theory, because such 
reference would distract us considerably from the main line of thought, concerning the practical 
implementation of normal forms in concrete problems. But we will return to the technical 
aspects on this issue in subsections 3.3 and 4.2, giving, in 4.2, a more precise definition of the 
so-called Fourier-weighted norm, convenient in the study of the analyticity properties of the 
various functions appearing in the implementation of normal form theory.

i) If the initial Hamiltonian is an analytic function in an open domain H^0) 
of the phase space, then, for arbitrarily high normalization order r, there is 
a domain W(r\ which is a restriction of the initial analyticity domain VL^°\ 
in which the remainder R^ is an analytic function with bounded norm, i.e. 
||RM||wW <oo.

ii) The sequence H-R^H^,.), for r = 1,2,3,... has an asymptotic behavior. 
Thus, initially (at low orders) |\R^ | |w(rj decreases as r increases, up to an op
timal order ropt at which |\Rfr°pt^ | |w(ropt; becomes minimum. Then, for r > ropt, 
we find that ||-R^||jy(r) increases with r, and we have ||-R^||jy(r) —> oo as 
r —> oo.

iii) Exponential stability: under particular assumptions for the original Hamil
tonian, we find that the optimal remainder is exponentially small in a small 
parameter p, namely

l|ñ,'“”,ll,vl^,)~exp|-((2) I (45)

where po and b are positive constants and /< is a parameter related to small 
quantities appearing in the problem under study. Thus, in the Hamiltonian (3) 
we can construct exponential estimates where p coincides with e, but also, for 
fixed e and p*, estimates where p gives the distance from p* (e.g. coinciding 
with the variable L^f

Let us make some additional comments on statements (i) to (iii) above.
Regarding (i), a common misunderstanding is that by computing normal 

forms at higher and higher order r, there is a finite order r beyond which the 
Hamiltonian H^ = Z^+R^ becomes a divergent series for any possible datum
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in the phase space. In fact, we can show that for an arbitrarily high value of 
r, there is always a certain domain W^ where we have convergence of H<!h 
However, our interest is in characterizing particular orbits lying in a certain 
domain of the phase space, denoted, say, by WOTbits, whose size depends only on 
the initial conditions and the time evolution of the orbits themselves, and not 
on the normal form that we compute for their study. On the other hand, as r 
increases, the analyticity domain IT1''^ of the normal form series becomes smaller 
and smaller. Thus, there comes a critical order rc, beyond which the domain 
Wyrbits is no longer included in W^. Then, further normalization becomes 
pointless. It is in this sense that we speak about “the divergence of the Birkhoff 
series”. 13

13 This is not the whole story. The way by which we restrict domains as we move forward at 
successive normalization steps depends itself crucially on the way by which we have chosen 
to construct the normal form, and, in particular, on the choice of ‘Hori kernel’ (see footnote 
7). In fact, if the function Zg playing the role of Hori kernel depends on the action variables 
by terms of order higher than linear, the way by which we restrict domains is dictated by the 
requirement to avoid resonances in the action space. As an example, if, in the Hamiltonian (3) 
we chose to include lfj'2 in Zg, i.e. to follow the book-keeping of Eq.(25), then, it is easy to 
check that the resulting homological equations appearing in the construction of the Birkhoff 
normal form are equations of the form

(A* A + a)I + -A, yr} + hf ) = 0

for some functions hf 13 determined along the normalization process. But then, it is easy 
to check that \r contains divisors of the form ki(u. + If + hr. i.e. linearly depending on 
the action 1^. Assuming, now, that trigonometric terms exp^/ciA + A:2^2)) of all possible 
wave vectors (ki,kf are generated as we proceed in successive normalization steps (or, as in 
other models examined in section 3, that they are present already from the start) we can see 
that a construction of this form cannot be defined in any open interval of values of the action 
A on the real axis. This is because there is a dense set of values 1^ = — a), — (kfkfa) for 
which some divisor in the series, at some order, will become equal to zero exactly. Thus, with 
such a normalization scheme, we can only proceed by 1) an algorithm eliminating only a finite 
number of harmonics at every step, and 2) excluding particular values of the action 1^ (and 
some interval around them) from the domain in 1^ where the series can be valid.

(ii) Not every form of perturbation theory leads to a divergent sequence 
of remainders. In fact, by changing our normalization strategy we can be lead 
to a convergent normalization. This is exactly the case, for example, of the 
so-called Kolmogorov algorithm, examined in subsection 2.8, which leads to a 
normal form allowing to prove the existence of particular solutions lying on 
invariant tori. However, we will see also that such a normal form implies that 
the dynamics, in general, is non-integrable in any open domain around one KAM 
torus. Thus, the convergence in that case is achieved at the cost of giving up the 
effort to construct local integrals of motion valid in open domains of the action 
space.

(iii) The fact that we can have an exponentially small remainder implies 
that in a Hamiltonian of the form H = Hq + eH, the effect of the perturbation 
term eH\ should not be considered as entirely destroying the regular character 
of motions due to Hq. In fact, the largest part of the perturbation only causes 
deformation effects, i.e. it deforms the orbits (and the invariant tori) with re
spect to the orbits (or tori) in the system with Hamiltonian Hq, and only an
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exponentially small part is responsible for long term effects on the stability of 
orbits. This fact becomes particularly relevant when we examine the speed of 
diffusion in multidimensional systems, i.e. the phenomenon of Arnold diffusion 
(section 4).

The asymptotic properties of the normalization process can be seen in our 
perturbed pendulum example in the following way: After r normalization steps, 
we find that the remainder function has the following structure:

R^ = H^t + H^ + ... (46)
oo / \

= E E (&o+&i^ + ---+bl^
s=r+l \ |fc1| + |fc2|<2s-l /

fel,fe2

with real coefficients bk^ k) n. We recall again that 1^, in this expression means the 
transformed action variable 1^ , after r consecutive Lie transformations. Also, 
the fact that with increasing s we also have an increasing maximum Fourier 
order |Aq| + |Z’2| < 2s — 1 has been explained in the previous subsection, i.e. the 
higher order harmonics are generated by the action of repeated Poisson brackets 
via the Lie operation defining H^r\

If, now, we consider a domain in action space centered around the value 
p = p* (which is the origin of our construction), we can estimate the size of the 
remainder in the interval —AZ^, < 1^, < AZ^, by taking, e.g., a so-called majorant 
series, i.e. a series in which we take the absolute sum of all terms in Eq.(46), 
namely:

II«WIIa/, = (47)
OO / \

E E (Cuoi^’.^'^-^^^^^
s—r+1 \ |fc1|+|fc2|<2s-l /

fel ,fe2

In the computer we cannot store infinitely many remainder terms, thus we have 
to rely on a finite truncation of the sum (47) at a maximum order smax:

ll«(r,llA/,„<.,.„ = (48)

E ( E (l»^4>l + I»^.1I^* + • • • + le^^KAr^r) )
s=r+l \ |fc1| + |fc2|<2s-l /

fel,fe2

checking numerically that smax is sufficiently large for the quantity 
11Z?*-r^ 11 AZ^Osm^ to have practically reached the remainder’s limiting value (which 
corresponds to smax —> oo).

The computation of the quantity ||Z?^||AZ^,<smax allows us to test the con
vergence properties of the adopted Birkhoff normalization. Namely, by com
puting the value of |\R^ | |AZ0,<smaa: as a function of the normalization order r, 
we can check up to what order ||Z?^||Azv,,<smaa: keeps decreasing with r. In a
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s max

Figure 3. (a) The numerically computed value of the remainder 
||Zfl'’^||AZ^,,<Smaj (Eq.(48)), as a function of the truncation order sma:c, for the 
Birkhoff normal form computation of subsections 2.4 and 2.5, for AZ^, = 0.1, 
and for three different normalization orders, namely r = 5,r = 10,r=15. 
The fact that in all three cases H-R^Ha/^Xs,,^ stabilizes to a final value 
as smax increases indicates that the remainder series is absolutely convergent 
in the domain considered, (b) The quantity | ¡.ZW-*1 |a/v,,<40 f°r f°Llr different 
values of AZ^,, namely AZ^, = 0, A/,. = 0.05, A/,. = 0.1, and AZ^, = 0.2 
(curves from bottom to top respectively).

convergent process, we should have II-R^Haz^s™^ —> 0 as r —> oo. In reality, 
however, we find that HR^IlAZ^Sma;,; reaches a minimum at a finite order r.

Figure 3 shows such a numerical test, which illustrates the asymptotic be
havior of the remainder for the Birkhoff normal form calculation of our example 
of subsections 2.4 and 2.5. In producing this figure, we have used a computer 
program in fortran14 which computes normal forms up to a high order. We set 
the maximum truncation order as smax = 40, and proceed up to the maximum 
normalization order rmax = 35. Figure 3a shows a numerical probe of the conver
gence of the remainder function in a domain indicated in the figure caption. We 
set AZ^ = 0.1, and, for different normalization orders r, we compute the trun
cated remainder at various truncation orders smax in the range r < Smax < 40. 
The figure shows the value of H-R^Uaz^,,^™^, in the examples of three differ
ent normalization orders, namely r = 5, r = 10, and r = 15, as a function of 
the truncation order smax. Clearly, we see that in all three cases the value of 
ll-R^^^IlAZ^^Smaa; stabilizes as Smax increases, indicating the absolute convergence 
of the remainder function in the domain considered. However, we also observe 
that the value of H-R^Uaz,,.^.™^ for both r = 5 and r = 15 is higher than its 
value for r = 10. This fact implies that the value of the remainder becomes min
imum for some normalization order between r = 5 and r = 15. This is clearly 
shown in Fig.3b, showing the evolution of the quantity H-R^HAZ^dO, as a func
tion of r, in four different cases, namely AZ^ = 0, AZ^ = 0.05, AZ^ = 0.1, and

14A11 the programs used by the author for this tutorial are freely available upon request.
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AI^, = 0.2. Except for the first case, where we have not reached a minimum of 
I |Z?^11 az0,<4O UP t° r = 35, in all other cases we find that the minimum occurs at 
an order within the range considered in Fig.3b. In the case AZ^, = 0.1 (referring 
to Fig.3a), the optimal normalization order, as indicated by the corresponding 
minimum in Fig.3b, is r = 11 (log10(r) = 1-04). Furthermore, we observe that 
the optimal normalization order decreases as AZ^, increases, while the optimal 
remainder value ||Z?^'"°í,b||Aj^i<40 increases with increasing Aly. Despite this 
increase, however, for AZ^, = 0.2 we still have a rather small optimal remainder 
value, of order ~ IO5. which indicates that the so-computed normal form still 
approximates reasonably well the true dynamics.

We now focus on the following basic question: what is the cause of the 
asymptotic behavior of the remainder shown in figure 3? We can see that, despite 
the fact that in every normalization step we eliminate from the Hamiltonian 
terms of higher and higher book-keeping order, the process becomes divergent 
due to the presence in the series of small divisors, and, in particular, due to the 
fact that these divisors exhibit a bad accumulation in the denominators of the 
series terms.

We recall that small divisors appear in the series due to the solution of 
the homological equation (36) for all generating functions yi> X'2, etc. More 
precisely, if the terms to be eliminated at the r-th normalization step (denoted 
by hV ) are written in the form of a sum of Fourier terms

hV^ = E b^^,iy^+k^ (49) 
kl.ki^M

the homological equation (36) (written for the order r rather than r + 1) is 
satisfied by setting \r equal to:

X, = Ar V AiW*ZLei(tr#+fe»> (50)

Equation (50) contains divisors of the form k-yu* + k2uv. Notice that in Eqs.(49) 
and (50), we have changed the way by which we denote those wavenumbers 
(Zq, Zq) which are excluded from the sum in the r.h.s. Namely, instead of writing 
|^i| + 1^2, 7^ 0 (as in Eq.(33)), we use a new symbol, M, to denote the set of all 
excluded wavenumbers. This set is called the resonant module. In most forms 
of perturbation theory, the resonant module is determined by the requirement 
that no extremely small divisors, or divisors equal to zero exactly, appear in the 
solution (50). In fact, if co* and co are incommensurable, the only possibility for 
kiw* + Zqw = 0 is provided by both ki and Zq being equal to zero. Thus, if we 
choose the resonant module by the requirement to exclude the appearance of 
only zero divisors, the resonant module is:

M = {kyk2 : \kT\ + |fc2| =0} .

However, we will see below (subsection 2.9) that in the theory of resonant normal 
forms the so-arising resonant module necessarily contains also non-zero wavevec
tors (ki,k2\
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Figure 4. The minimum divisor ak (Eq. (51) as a function of the order k of 
the divisor in our numerical example (solid curve). The gray dashed curve 
shows the minimum divisor that appears up to the order k. The straight line 
represents a low ‘diophantine’ bound for small divisors explained in subsection 
2.8 (see Eq.(62)). ' '

It is possible to see now that, even after the choice of a resonant module, 
we are always left in a series with non-zero, but quite small divisors. These 
divisors exist as a consequence of the fact that even incommensurable frequen
cies form ratios which are close to rational numbers. Let us exemplify this 
with the frequencies used in our numerical example, namely uj* = 2(y/3 — 1) = 
1.4641016151377546..., w = 1. We define k = |&i| + ¡^l as the order of the 
divisor kilo* + A^w. Furthermore, we define the minimum of all divisors at a 
given order by:

ak = min{|kiw* + k2^\ : |ki| + ¡^l = &) • (51)

Figure 4 shows ak as a function of k for the numerical frequencies of our ex
ample. We observe that at most orders k the smallest possible divisor ak has 
relatively large size (above 10-1, and most of them close to 1). However, there 
are particular orders at which quite small divisors appear. For example:

order 5: |2^ - 3w| = 7.179677 x 10 2

order 32: |13^ - 19w| = 3.332099 x 10 2

order 69: |2M - 41w| = 5.154776 x 10'3 ,
These divisors form sharp reversed spikes in the curve ak of Fig.4. What are 
the important effects they introduce? Let us consider, for example, the case 
of the divisor 032 = 3.332099 x 10 2. In our example, we have seen that at
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the r-th normalization step the harmonics appearing in the Hamiltonian can 
be up to order k = 2r — 1. Thus, a term of the form exp(i(ki4’ + ^’2^)) with 
l^iI + 1^2, = 32 can only appear after the normalization order r = 17. However, 
once it appears, it generates a divisor «32 which could be as small as 3.3 x 10 2 
in the series, via the solution of Eq.(50) for XT7- The key point now is that this 
divisor repeats appearing at all subsequent normalization steps r = 18, r = 19, 
..., thus generating a sequence of terms containing powers of this divisor, i.e. 
a.32, (a.32)2, • • •• 15

15It is important to recall that, depending on the initial Hamiltonian model, a Fourier term
exp(i(A,rO + k^Y) with the particular combination of wavenumbers (ki,^) producing the
smallest possible divisor at order 17 (i.e. in our example exp(±i(13V’ — 19<^))) may or may not 
have been generated in the normalized Hamiltonian. Thus, a correct reading of all estimates 
using divisors discussed hereafter is that these are lower bound estimates on the size of divisors, 
or upper bound estimates on the size of the various terms appearing in the series.

By carefully studying our examples so far, it is easy to see that this repeti
tion is a consequence of our chosen normalization scheme. To show this, let us 
consider a sequence of this type, which starts being formed after the normaliza
tion order r = 17. Due to Eq.(50), some term in xi7 acquires a divisor «32- We 
introduce a heuristic (although rather unusual) notation to indicate this:

X17 -> A
ei32<5> 

a.32

The above notation means: in XT7, which has a book-keeping parameter A17 in 
front, there are terms of Fourier order 32 containing small divisors bounded from 
below by «32-

Let us now check how this divisor propagates at subsequent orders. The 
Hamiltonian normalization at r = 17 yields

H^ = exp(LVIT)Hn(2 = H^ + {H^xW + -

The Hamiltonian H'"1' is in normal form up to order O(A16). Thus, at its lowest 
two orders we have

= Zq + XZ^...

Isolate now, in H^17\ the following term, arising from the Poisson bracket 
!//'J’.\.7Í:

Í /2 j r j2 ¿32$
{H(16\X17} ^ {AZpx^} = j A^,XT7 Í ^ j A^, A17------  

2 2 «32

The last Poisson bracket produces a term whose size is rather easy to estimate, 
just thinking in the way by which the Poisson bracket derivatives act on the 
various parts of it. We have

^¿IM+M^ = _iklIij)eKkiy+knig
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The wavenumber ki satisfies |fei| < 2r — 1, and typically we have the estimate 
that |fei| grows linearly with r, or |fei| = O/rf Thus we can write

I2 pi.32$ ) 01171 e132^
A—, A --------  > —> A ly,-------------------

2 «32 «32

The key remark is that after all the operations, the new Hamiltonian contains 
the same Fourier term as before, but with a different coefficient. That is, by 
accomplishing one normalization step, besides the generation of new terms of 
higher and higher harmonics, we also have repetitions of terms of the same 
harmonics.

However, consider now the next normalization step. The term A18.i^O(17) 
el32^/q32 is part of fe(g7\ i.e. part of the Hamiltonian to be now normalized. The 
normalization will be done by the generating function yis- The crucial remark 
is, that due again to Eq.(50), the generating function yis will acquire a second 
divisor «32, namely:

^,0(17)^
(«32)2 ‘

The same effect appears, now, at all subsequent normalization steps. As a result, 
after n steps the generating function X'i7+« contains a term with n divisors equal 
to «32, i.e.:

X17+" A («32)" + 1

Let us generalize: if a new small divisor appears at the normalization order 
2ro — 1, the associated term in the generating function produces a sequence of 
terms at subsequent steps, with coefficients growing geometrically.

A'01
&2ro —1

yo+i ^’r°

' °2r0-l
^ Ar°+2

r2 _2

a2r0-l
(52)

The geometric ratio is just 14,1'0/02^-1, thus, the domain in action space where 
we expect the geometric progress to be convergent is given by requiring that 
\l4>r0/a2r0-i\ < 1 or:

\Iy\ < Cl2ro-l/l'O . (53)
But according to Fig.(4), as we move on to higher and higher order normalization 
steps, there are particular orders tq, r'o, r'/,... where new, smaller and smaller 
divisors, appear, and we have

«2r0—i/A) > ®2Tq — 1/^0 > «2r"-l/rÕ > • • • (54)

Thus, we conclude that with the appearance of every new divisor, the normaliza
tion generates a new geometric sequence of terms of smaller and smaller domain 
of convergence. This ensures that the domain of convergence shrinks to zero as 
r —> 00.

We have not yet answered why at the optimal normalization order we have 
an exponentially small estimate (Eq. (45)) for the size of the remainder. However, 
a heuristic derivation of such estimates can be given in more general models than 
the one considered up to now. Such a derivation will be made in section 4 (see 
subsection 4.2 and the Appendix).
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2.8. Kolmogorov normal form and the existence of invariant tori

Let us summarize progress so far: we were able to employ a normalization algo
rithm in order to represent the rotational motions in the perturbed pendulum 
model (3) via normal forms. This renders possible a number of practical appli
cations stemming from the analytic representation of the regular orbits in terms 
of series. However, we have seen also that the above normalization process is 
divergent, a fact implying that we can only reduce the size of the remainder to a 
finite (albeit, possibly, quite small) optimal lower bound. In many applications, 
this is sufficient, since we are interested just in approximating the true dynamics 
by some version of normal form dynamics. However, this type of approach leaves 
unanswered a question of central interest: can we prove that quasi-periodic mo
tions exist? In other words, can we devise a convergent normalization algorithm, 
by which to determine unambiguously the existence of quasi-periodic trajectories 
moving on invariant tori?

A positive answer to this question is provided by the celebrated Kolmogorov 
(1954) - Arnold (1963) - Moser (1962) theorem (KAM), which proves the ex
istence of a large set of invariant tori in nearly-integrable Hamiltonian systems 
satisfying some so-called analyticity and non-degeneracy conditions.

In the present section we present the normalization algorithm due to Kol
mogorov, following a Lie series approach. Also, as in Giorgilli and Locatelli 
(1997), in our demonstration example we employ a linear scheme in which the 
normalization progresses, as usually, in ascending powers of A. However, later in 
this subsection we explain also the so-called quadratic scheme, in which the nor
malization proceeds in groups of terms of book keeping order A, then A2 and A3 
in one step, then A4 to A7 in one step, etc. We also discuss why the two schemes 
are essentially equivalent as far as the accumulation of small divisors in the se
ries terms is concerned. In fact, such accumulation leads to a so-called quadratic 
convergence of the Kolmogorov normal form. Finally, we discuss some practi
cal advantages of Kolmogorov’s algorithm with respect to Birkhoff’s algorithm 
regarding the accuracy of computation of particular quasi-periodic solutions in 
the system (3).

We start with the basic idea of Kolmogorov’s scheme, which is simple and 
drastic: so far, our normalization strategy has been to try to eliminate all terms 
depending on the angles from the Hamiltonian (3), or its transformed forms 
H^, H^ etc., hoping to give the Hamiltonian a form as close as possible to 
integrable. Clearly, however, the Hamiltonian (3) is not integrable. Thus, our 
effort resulted in a bad accumulation of divisors, which eventually causes the 
series to diverge. In Kolmogorov’s scheme, instead, we abandon from the start 
the process of eliminating from the Hamiltonian all the terms depending on the 
angles. Instead, we only eliminate a small subset of terms depending on the an
gles, which, as shown below, are selected to be the terms preventing to establish 
the existence, under the Hamiltonian flow, of a particular equilibrium solution 
corresponding to motion on a torus with frequencies selected in advance. Thus, 
the Kolmogorov normal form continues to represent a non-integrable Hamilto
nian, like the original one, which, however possesses a particular equilibrium 
solution corresponding to a torus.
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To fix ideas, let us return to our usual example of the Hamiltonian (3). The 
first step in Kolmogorov’s algorithm is the same as what we have done so far, 
i.e., to consider a fixed action value p* and expand the Hamiltonian around it. 
This leads to the Hamiltonian (23). For reasons that will soon become clear, we 
now choose to change our book-keeping according to

I2
H = H0 + XHi = 1.4641OZ.0 + I + (55)

— A (0.08 cos -0 + (0.0078851 + 0.00321^,) cos -0 cos ^ .

We observe that the term Hq has no dependence on the angles, while the term 
Hi has such a dependence, and this is in terms which are either constant or 
linear in the actions. We now give the following definition:

Let Q be a n—dimensional frequency vector. A Hamiltonian function of the 
form

K = Q -I + Z(I) + Hi(1,0) (56)
where (I, 0) are n—dimensional action-angle variables, is said to be ‘in Kol
mogorov normal form’ if the functions Z(I), Hi (1,0) are at least, quadratic in 
the actions I.

According to this definition, the Hamiltonian (55) is not in Kolmogorov nor
mal form, since Hi contains terms independent of the actions and linear in the 
action ly.

Two points must be stressed:
i) A Hamiltonian like (56) is in general non-integrable, since it exhibits a 

non-linear coupling of the action - angle variables.
ii) However, the fact that Z and Hi have quadratic (or higher order) depen

dence on the actions implies that the Hamiltonian K has a particular fixed point 
solution, i.e. the fixed point 1 = 0. Indeed, taking into account the quadratic 
dependence we find immediately that Hamilton’s equations for K read:

• 9K
^ = ãf=Q + °W (5?)
± = = o(i2) •O(p

Thus, if we set I = 0, we find 1 = 0, hence I(t) = 0 at all times t. Furthermore, 
0 = Q yielding 0 = Qt + 0q. Thus, in a Hamiltonian of the form (56) we have 
an invariant torus solution, with fixed frequencies Q.

In summary, the Kolmogorov normal form is, in general, a non-integrable 
Hamiltonian which, however, is guaranteed to possess one solution lying on an 
invariant torus with fixed frequencies.

A Kolmogorov normalization algorithm is an algorithm intending to bring 
a particular Hamiltonian function in Kolmogorov normal form. For this to be 
possible, the original Hamiltonian must fulfil particular analyticity and non
degeneracy conditions. These conditions will be explained in section 3 below, 
where we give the general algorithm of computation of the Kolmogorov normal
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form. Here, instead, we implement Kolmogorov’s algorithm in the specific exam
ple of the Hamiltonian (55), showing the steps in some detail so as to facilitate 
further study of the general algorithm.

Starting from the Hamiltonian (55), in the first normalization step the aim 
is to bring the Hamiltonian in Kolmogorov normal form up to terms of degree 1 
in the book-keeping parameter A. One step is subdivided in the following three 
substeps:

Substep 1: Eliminate from H^ all the O(A) terms depending on the angles 
and independent of the actions, using a generating function yi,o- Compute the 
transformed Hamiltonian ífC’0) = exp(Lxl^H^.

Substep 2: Eliminate from PfCh) an the O(A) terms linear in the actions 
and independent of the angles, using a generating function xpc. Compute the 
transformed Hamiltonian H^'c^ = exp(ExiiC)H(1’°).

Substep 3: Eliminate from H^J'i all the O(A) terms linear in the actions 
and depending of the angles, using a generating function yij. Compute the 
transformed Hamiltonian H^ = exp(ExU)H(1’c).

Let us implement these steps one by one:
i) Substep 1: elimination of O(A) terms independent of the actions and 

depending on the angles. These are:

h^ = -0.04 (e^ + e^) -0.0019712 ^+^ + e"^^ + e^'^ + e^^

It is easy to see that the generating function ypo must be determined by the 
same homological equation as in Eq.(31). In fact, if we assume yi,o to be a 
O(A) quantity, then, in the transformed Hamiltonian PfCh) = eMLxi,oW°\ 
the terms of order O(A) are16:

16Sufficient familiarity with the notation is assumed by now, so that the meaning of various 
subscripts or superscripts in all expressions below should be straightforward.

tr(LO) _  rr(0) i ) , , T i , , T i b 1
We observe that, due to the different book-keeping that we adopted in Eq.(55), 
compared to Eq.(24), we have now the presence of the term I^ in the Poisson 
bracket contributing to O(A) terms. However, determining ypo by the usual 
homological equation:

^W*!^ + wl, xi,o} + A/i^q = 0 (58)

has no consequences, since the extra Poisson bracket {-i^X'yo} only generates 
a term of order O(A) which is linear in the actions, and such terms are to be 
eliminated at substep 3.
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In conclusion:

X+o = Xi 0.027321 — e

+0.0008 ^+^ - e"^^ + 0.0042475 ^^ - e^^ .

Up to terms O(A2), the Hamiltonian H^'1'^ = exp(LX1 0^H^ is given by:

H(i,°) = 1.464101^, + I +

+XI4, 0.027321 (e^’ + e^’) + 0.0034475 (e^’"^ + e"^’"^

+A2 7.57016 x 10 4 + 9.41880 x 10 5

+3.72565 x 10 4 (e2^’ + e~w) - 6.4 x 10 7 (^e2^ + e-2^)

+9.41880 x 105 ^N-*) +e-iW-^

3.2 x ICT7 (C^^^ + e-«(N+2+A + 5 6227 x iq-6 (¿W-^ + e-«(2b-2+

Substep 2: we observe that in H^1,0) there are no O(A) terms linear in the 
actions and independent of the angles. We thus have to postpone until second 
order our discussion of how such terms are eliminated.

Substep 3: elimination of the O(A) terms in P/A1’0) linear in the actions and 
depending on the angles. These are:

h^ = 1^ 0.027321 e«b + e~+ + 0.0034475 ^^ + e^^

Again, we use the same type of homological equation to determine the generating 
function XT,i:

^w*!^ + ujI , xi,i} + A/i^J ^ = 0 . (59)

A similar question as before arises: in computing H^ = exp^JHA1’0), how 
do we deal with the non-elimination of O(A) terms generated by the Poisson 
bracket {I^xt,!}? However, since XT,i is linear in the actions, it follows that 
the terms under question are quadratic in the actions. According to the Kol
mogorov scheme, such terms are not to be normalized, thus their presence in the 
Hamiltonian after normalization is consistent with the algorithm. 17

11 This last remark sounds like a detail, but in the author’s opinion, it shows one of the most 
beautiful aspects of canonical perturbation theory, namely the fact that the physical principles
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In summary:

XU = Xl^i - 0.018660 - e^’) - 0.0074284 D'H'-^ _ e~iU’-^

and the final Hamiltonian H^ = exp^L^^H^W up to terms of second degree 
is given by:

" ' j2

Hw = 1.4641070 + 7+

\ + 0.018660 + 0.0074284 (e^^ + e^'W’^

+A2 7.57016 x 10 4 - 0.00107087,0 + 0.00121027^,

+ (3.72565 + 1.741037^) x lO 4 (^e2^ + e-2^)-3.2x10 7 ^(2V-+27) + e-i(2b+27)

+ (9.41880 x 10 5 - 2.67279 x 10 % + 4.15846 x 10~472) (e^ + e~^)

+ (5.6227 x 10 6 + 2.75904 x 10 5 7^) (VW"2^ + g-i(20-20))

+ (9.41880 x 10 5 + 1.38615 x 10 4/2j (e^2^ + e~¿(N-7))

-6.4 x 10 7 (e2^ + e”2^) .

We observe that the Hamiltonian H^ is in Kolmogorov normal form up to 
order O(A), since all terms at this order depend quadratically on the action 7,0. 
However, the O(A2) part contains now terms to be normalized. In particular, 
we see a term —0.00107087,0 which is independent of the angles. As shown 
below, such terms are eliminated by a rather unusual form of generating function. 
Such elimination guarantees that the torus solution found after the Kolmogorov 
normalization corresponds to the fixed frequencies selected in the start, i.e. in 
our case w* = 2(^3 — 1) and w = 1.

We give now in detail the three sub-steps for the normalization of H^:

‘guide’ our choice of normalization scheme and determine for the most even the formal aspects 
of normalization algorithms. One example was already pointed out in subsection 2.4, regarding 
the choice of ‘Hori kernel’ (see footnote 7). Here, the main advance due to Kolmogorov, is to 
understand, precisely, that the presence of terms depending on the angles, but quadratic in 
the actions, does not influence the presence of a torus solution, despite the fact that it is 
a resignation from our requirement to produce an integrable approximation to the original 
Hamiltonian.
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Substep 1: elimination of the O(A2) terms independent of the actions and de
pending on the angles. These are:

h^ = 3.72565 x 10 4

-3.2 x 10 7 {ew+2,« + e-iW+2^) + 9.41880 x 10 5 ^ + e^) 

+5.6227 x 10 6 (e^"2^ + e^2^2^ +9.41880 x 105 ^2^ + e^2*^ 

-6.4 x 10 7 (e2^ - c 2;^ .

Hence _
X2 Q = \2i - 1.27233 x 10 4 (e2^ - e-2^)

+6.49324 x 10 7 Çc^2^ - g-WW)} - 9.41880 x 10 5 (e^ - e^ 

-6.05762 X10 6 ^W-27) _e-W-27))_488476xl0-5 ^(N-<t) _ g-^-^ 

+3.2 x 10 7 (e2^ - e-2i^ .

The Hamiltonian H*'2,0^ = exp(LX2 0)H^ is in normal form up to terms of order 
O(A), while at order O(A2) we have:

-(2 W = A2 7.57016 x 10 4 - 0.00107087.0 + 0.00121027^

+ (—2.544677.0 + 1.7410370) x 10 4 (ew + e 2h0) 

+1.29865 x 10 % Çe^2^2^ +e-¿(2b+27)) 

+ (-2.672797.0 + 4.1584670) x 10 4 (e^ + e”^

+ (-1.2115270 + 2.759047^) x 10 5 Çe^2^2^ + e^W-2^

+ (-9.76951 x 10 57/. + 1.38615 x 10 4/2) Çe^2-^^ + e^2^^

Substep 2: elimination of the O(A2) terms linear in the actions and indepen
dent of the angles.

There is just one such term, —0.00107087.0. This term would be impossible to
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eliminate by a generating function x'2,c defined by the usual form of homological 
equation, i.e. an equation of the form

^*1.4, + wl, X'2,c} — A20.00107084,0 = 0

because looking for a solution of the above equation in the form of Eq. (50) would 
require division by a zero divisor (since ki = 4’2 = 0). However, precisely at this 
point we now exploit the fact that Zq contains a non-vanishing quadratic part
1^2. We set ’ ‘ '

A2,c = W2,c-0 (60)

where X<yc is a constant, and observe that, through the Lie operation H^'c^ = 
exp(LX2J4/A2’°), X2,c generates a term linear in the actions and independent of 
the angles via the Poisson bracket

exp(LX2jH(2’°) ^ LX,H^ -^ {Z0,X2,J 

( /2 )
^ J^,X2,C^^ =-X2,cl0 .

In order to eliminate the term —A20.00107084,0 from 44^2,0\ we then simply set
X2,c = -A20.0010708. 18

18We see now the reason for keeping the term Ip/2 in the Zq part of the Hamiltonian in the 
choice of book-keeping. This term is used in sub-step 2 of Kolmogorov’s algorithm. In fact, the 
requirement that the original Hamiltonian posess a non-vanishing quadratic part proves here 
to be crucial for the algorithm to proceed. Recalling that the quadratic term was produced 
after substituting in the original Hamiltonian (3) the expression p = p* + Ip and expanding, 
we can restate this condition as the requirement that 92Ho(p)/9p2 0 0, where , in the original 
Hamiltonian, we have just Ho = p2/2 + I. However, under more general Hamiltonian functions 
of more than one degrees of freedom, the condition, as shown in section 3, can be formulated as 
the requirement that the determinant of the Hessian matrix of the unperturbed Hamiltonian 
with respect to the action variables be different from zero, namely det(d2Hq/9p2) 0 0. We 
have, here, one more example of how a formal aspect of perturbation theory is guided by a 
physical principle. From the physical point of view, a condition of the form det(d2Hq/9p2) 0 0 
is called a ‘twist condition’, i.e. it says that the frequencies on different tori should be different, 
changing with the values of the actions which label the tori. In the Kolmogorov normal form, 
however, this condition is used in order that it becomes possible to define the generating 
functions yf^ by which we eliminate terms linear in the angles and independent of the actions. 
A posteriori, it can be seen that by this elimination we ensure, precisely, that in our construction 
of a torus solution, we do not change frequencies with respect to our initial choice, in which 
the frequencies depended only on the choice of some label values p*.

In summary
' X'c,2 = —A20.00107080 •

The transformed Hamiltonian is

44(c’2)=exp(LX2j44(2’°) .

We can check that H^'c^ does not differ from L/A2,0-* up to terms O(A2), apart 
from the elimination of the term —A20.00107084,0. On the other hand, differ
ences between H^'c^ and 44^2,0^ exist at all subsequent orders. Finally, it is
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straightforward to see that the linear dependence of x'2,c in the angles produces 
no terms in H^2'^ which are not trigonometric in the angles.

Substep 3: elimination of the O(A2) terms linear in the actions and depend
ing on the angles.

These are
h^ = 1^ - 2.54467 x 10 4 (e2^ + e”2^)

+1.29865 x 10 7 (¿W2^ + e^2^2^ - 2.67279 x 10 4 (e^ + e^)

-1.21152 xlO 5 (ei(2^2^ +e~i(2^2^)-9.76951 xl0~5 ^2'^ + e^(2^^)

These terms can be eliminated by a generating function x'2,1, defined by the 
usual homological equation. Hence

X2J = X2I^i 8.6902 x 10 5 (ew - e”2^’)

-2.63513 x 10 7 Çe^+2^ _ e-W2^ + 2.67279 x 10 4 (e^ - e^) 

++30524xl05 (eH2" 2o' - e H2" 2--^+7KW (+(2b~7) _ e-i(2b~7)}

Finally, computing H^ = exp(LX21)H^2,C\ the Hamiltonian is brought to Kol
mogorov normal form up to order O(A2), i.e.:

I2
H^ = 1.464107.0 + 7 + ^ + AZ! + A2Z2 + X3H^ + A477^} + ... (61)

where (apart from a constant)

Zi = —A72 0.018660 (e^’ + e~#) + 0.0074284 (¿^^ + e^'-^

Z2 = A272 0.0012102 + 3.47907 x 10 4

+4.15846 x 10 4 (e^ + e^) + 2.39948 x 10 4 (e^2^’-^ + e”iW'^

+5.36951 x 10-5 ^e¿(2V--20) + e-i(20-20))

-5.27027 x 10-8 fe*(2b+2+ + e-hN’^\ ,
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This accomplishes the normalization at order r = 2 following Kolmogorov’s al
gorithm for the Hamiltonian (55).

Accumulation of divisors and convergence. After having examined the 
formal aspects of Kolmogorov’s algorithm, we can now ask the same question as 
in subsection 2.6, namely what are the benefits from computing a Kolmogorov 
normal form as above. In particular, in what aspects should the above pre
sented algorithm be considered as preferential over the algorithm presented in 
subsections 2.4 and 2.5?

A basic answer to this question is the following: one can prove that the 
Kolmogorov normalization is convergent in an open domain around the solution 
of interest, i.e. around I^, = 0. This implies that in the limit of the normalization 
process, the final Hamiltonian H^00^ is entirely in Kolmogorov normal form, while 
the remainder shrinks to zero. Thus, by this method we can prove the theorem 
of Kolmogorov about the existence of invariant tori in a Hamiltonian system like
(3).

Are there not small divisors in this case? In fact, the solution to the homo
logical equations defining the generating functions Xr,0 and XV, 1 f°r r = 1,2,... 
introduce precisely the same divisors as in the normalization scheme of subsec
tions 2.4 and 2.5. However, we can demonstrate that by eliminating only some 
terms depending on the angles, in the Kolmogorov construction we avoid the 
generation of any divergent sequence due to a bad accumulation of divisors. For 
example, let us consider the sequence of Eq.(52), which leads to the asymptotic 
behavior of the series considered in subsections 2.4. and 2.5. In this sequence 
we have a growing power oí the variable ly, namely a sequence introduces terms 
0(1^ —> 0(1^3 —> 0(1^ —>..., due to repeated Poisson brackets of some 
generating function terms with the Hamiltonian term ^/‘K However, in the 
Kolmogorov normal form we stop normalizing such terms, precisely, at the point 
when a term acquires a factor 0(1^. In this way, we do not allow such danger
ous sequences to propagate in the series.

We are still left with having to demonstrate that there are no other types of 
dangerous sequences appearing in the Kolmogorov series. The simplest demon
stration relies on the employment of the so-called quadratic scheme, which leads 
to the same accumulation of divisors as in the linear scheme developed above.

In order to understand the quadratic scheme, referring to our usual example, 
consider again the three sub-steps eliminating unwanted terms at order O(A2). 
At sub-step 1, we can now remark the following: instead of considering a gen
erating function X2,o> eliminating the O(A2) terms depending on the angles and 
independent of the actions, we could have considered a generating function of 
the form X'2+3,o, eliminating simultaneously the terms O(A2) and O(A3) depend
ing on the angles and independent of the actions. Using the “heuristic” notation 
of subsection 2.7, the corresponding generating function would be of the form:

where C is a factor coming from the normalization procedure up to that point, 
and the relevant values for the integers K2,K^ and divisors 02,03 will be dis-
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cussed below. We can see now that the operation exp(LX2+30)H^) will not 
generate new terms at orders O(A2) and O(A3) which are depending on the an
gles and independent of the actions. To see this, we only have in fact to consider 
Poisson brackets of X'2+3,o with terms up to order A in H^. We have:

H^ — Zq + AXi —> u)*!^ + u)I 4—+ A/^e^1^ + ...

The Poisson bracket \u)*L^ + wZ, x'2+3,0} eliminates the unwanted terms of H^ 
depending on the angles and independent of the actions. On the other hand

^UI2/1^

C
+ AZ^1*

pi-Kj^ AA'sí 2e 1 \3e

iK-i^ 
i\2K2L,-----------iX3L, 

02

«2

' I<3eu<^

03

0-3 J 

2Z<2ei|■A'1+K2),I, 

«2

i(Ki+Kg)$
-2iX4K3L4,---------------

«3

In conclusion, after computing Zf(2+3’°) = exp(LX2+30)H^ we are left with only 
terms linear in the actions in H^2+3,0^.

In precisely the same way, we can see that the operation H^2+3’c^ = 
exp(£X2+3 c) ZZ(2+3’°) leaves no terms of order O(A2) and O(A3) in H(2+3,C) which 
are linear in the actions and independent of the angles, and, finally, that the op
eration H^2+3^ = exp(£X2+3 J ZT2+3,C) leaves no terms of order O(A2) and O(A3) 
in H^2^ which are linear in the actions and depending on the angles.

In summary, we conclude that, when implementing Kolmogorov’s algorithm, 
the unwanted terms of orders O(A2) and O(A3) can be normalized as a group in 
one step, divided in the usual three sub-steps referred to as above.

In exactly the same way, we can show that the terms O(A4), O(A5), O(A6), 
O(A7) can be normalized as a group in one step (divided in the usual three sub
steps), then O(A8),..., O(A15) in one step, etc. This particular way of grouping 
terms which are to be normalized at successive steps is called a quadratic method.

Let us now examine, with the help of the quadratic scheme, why, despite the 
accumulation of divisors, the Kolmogorov normalization leads to a convergent 
series. To this end, we will assume that the divisors appearing in the series satisfy 
a so-called diophantine condition, namely, that there are positive constants y,T 
such that for all wavevectors k one has:

(62)

A condition like (62) implies that at any order |Z| there is a lower bound on 
the smallness of all divisors of the order \k\, so that very small divisors can only
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appear at very high orders. A diophantine condition of the form (62) is satisfied 
for a subset of large measure in the set of incommensurable frequencies (wt, w), 
and it is satisfied also in our numerical example, as shown by the straight line 
plot in Fig. (4) which corresponds to a lower bound to the divisor values given 
by a power law of the form (62) for 7 = 0.223, t = 1.02.

In order, now, to establish a bound for the size of the sequence of terms 
yielding the worst possible accumulation of divisors in the quadratic scheme, 
recall (from above) that the Lie operation of X'2+3,0 on H^ generated, at orders 
O(A2) and O(A3), various terms linear in the actions and depending on the 
angles. Since higher order divisors appear at higher book-keeping orders, we 
have A3 > A'2, «3 < «2- Thus, the terms of largest size linear in the actions are 
CX^K3L4leiK^ fa3. Thus

X2+3,l ^ O?K3VK^ 1^3? .

We can now see that, after the operation H^2^ = <txp(Ly23jH^^ the 
above term generates in H^2^ a term of order O(A6), linear in the actions and 
depending on the angles

^xhs.iW^^ "^ I {^J^ + wl+..•,W+3,1},X2+3,1}

Similar terms are generated by the repeated Poisson brackets of X'2+3,0- For 
example:

exp(LX2+30)H(1) -+ -{{AZX,X2+3,o},X2+3,o}

^ I {{AíLl^'^+s.o}-Y2 3.0} ^ X7C2(K3fe^/(a3f .

But, now, this last term must be eliminated in the normalization of H^-2^ using 
the generating function X'4+5+6+7,0, which thus acquires a divisor «7, i.e.:

7C\K3VeiK^
X'4+5+6+7,0 -> A ------ ----- 75---------- .

Similarly, the term X6 ^K^2 I^e11^ f ^f2 in the previous example must be nor
malized by the generating function X'4+5+6+7,1- Thus:

.^k^V1^
X'4+5+6+7,1 -> A ------ ---- -5---------  .

(0.3) «6

Carefully examining the above formulae, the main effect of the quadratic scheme 
can now be stated: 19 in every normalization step, the worst possible accumula
tion of divisors is given by the square of the worst possible divisor product of the

19In fact, we have exactly the same effect in the linear scheme as well (see Giorgilli and Locatelli 
(1997,1999), at the end of the steps 1,2,4,8, etc. of that scheme.
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previous step times a new divisor equal to the smallest possible in the current 
group. Namely we have (taking, as an example, the accumulation of divisors in 
the generating functions XTo, X'2+3,0, etc.):

Xt.o worst possible factor Xp
«1

r A^^Ab)2X'2+3 o —> worst possible factor —-——------
’ (ai)2«3

X'4+5+6+7,o —> worst possible factor

X8+9+...+i5,o —> worst possible factor

(ai)4(a3)2«7

A15/z15(A1)8(A3)4(A7)2
(ai)8(a3)4(a7)2ai5

where p is the largest possible numerical coefficient of all Fourier terms in /i^q 
(in our numerical example, p = 0.04).

It is possible to see now, that a sequence of worst possible factors as the 
above is bounded by a geometric progress. To see this, we recall that i) a.ri > ar2 
if 7'i < 7'2, ii) the maximum Fourier order Kr of a term at book-keeping order 
r is Kr = K'r — 1, where, in our example, we have K* = 2, iii) Kr > 1 for all 
7', and iv) p < 1. Taking into account the latter relations we deduce that the 
fastest growing sequence of terms at successive normalization steps in the above 
example is bounded by the sequence

2K'p ((2A')2 • W^p2 ((2A')4 • (4AZ)2 • (SA7))//4
«2 (a2)2«4 (a2)4(a4)2«8

Taking finally into account the diophantine inequality (62), after 7 normalization 
steps (by the quadratic scheme), the q-th term of the above sequence reads

where

Tq = 2q 1
^ = ¿2^, Pq = ^3^ 

j=i j=i

It is now a simple exercise to show that 20

20Prove and use the equalities Lq = 2q — 1 and Pq = 2q+1 — 2 .

7 \ /iôk'^^p\ q
4Az^+i)) I ^2 I
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i.e. the fastest growing sequence of terms in Kolmogorov's algorithm is bounded 
by a geometric progress. But for p sufficiently small, the geometric ratio be
comes smaller than unity. We thus demonstrate that for sufficiently small p, 
the Kolmogorov normalization is convergent, and this ensures the existence of a 
torus solution with the given diophantine frequencies. 21

21How small should p be? If we make the calculation in our example, setting K' = 2, 7 = 0.223, 
t = 1.02, we find p < 1.9 x 101. while numerically we found that there are invariant tori for p 
more than two orders of magnitude larger, i.e. p = 0.04. However, the source of the discrepancy 
is the use of unrealistic, upper bound limits in the above estimates, while a ‘computer-assisted’ 
calculation of the Kolmogorov series up to a high order is likely to yield a much better estimate 
of the maximum value of p for which the series converge. This subject has a long history. 
In one of the first applications of KAM theory by purely analytical means, M. Hénon (1966) 
showed that in the restricted three body problem we have KAM stable motions if p < 10 's0°. 
However, in recent years there have been quite realistic, computer-assisted implementations (or 
even proofs, using interval arithmetics, of the KAM stability in dynamical systems (see Celletti 
et al. (2000)), for perturbation parameter values up to 92% of the value for which the existence 
of a KAM torus is established by numerical means.

It should be emphasized that the quadratic scheme used above is not indis
pensable in proving that the worst accumulation of divisors in the Kolmogorov 
scheme is bounded by a geometric progress. If we work, instead, with a ‘classi
cal’, i.e. order by order, elimination of terms, book-keeping scheme, we can still 
recover essentially the same accumulation of divisors as in Eq.(63) (see Giorgilli 
and Locatelli (1997, 1999)). In fact, in numerical computations it turns out that 
the classical scheme performs somewhat better in establishing limits of appli
cability of the Kolmogorov construction in concrete physical systems (see, for 
example, Giorgilli et al. (2009), or Sansottera et al. (2011) and references there 
in).

-7.5

-7.75

-8

0 10 20 30 40 50 60
t

Figure 5. Time evolution of the absolute error between a theoretical cal
culation of the time evolution of the variables 4ft) (left) and p(t) (right) 
using the Kolmogorov normal form up to normalization order r = 10, 
and the corresponding numerical orbit with initial conditions if = 0, p = 
1.529162868490481, up to t = 60. '

We note finally, that the fact that Kolmogorov’s scheme is convergent, has 
the practical benefit that we can use it in order to obtain very accurate ana-
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lytical expressions for quasi-periodic trajectories using the Lie-transformations 
from the new to the old canonical variables of the problem under study. The 
transformations are given by equations quite similar to Eqs.(41). For example, 
we have:

0 = exp(£Xr J exp(LXr J exp(LXr0) ... exp(Lxl J exp(Lxl J exp W^
(65) 

and similarly for all other variables. Furthermore, for the torus solution, we 
simply substitute in the end I^\C) = 0, and 0^\t) = w*t or (^(C) = cut. We 
can then compute theoretically the time evolution of the old variables by the 
above expressions. Figure (5) shows an example of the error, i.e., the difference 
between theoretical and numerical calculation for a torus solution in the example 
treated in the present subsection, and a computation of the Kolmogorov normal 
form up to order 10 in the book-keeping parameter. The numerical trajectory 
is found by integrating the original equations of motions with initial conditions 
obtained by setting t = 0 in the above expressions, when the normalization 
was implemented up to the order r = 10. We observe that the error in the 
computation of the action variable is of the order of 10 V while in the angles 
there is a cumulative error of order 10 7 at the time t = 60, implying a frequency 
error of the order, again, 10 7. But the error can be reduced to an arbitrarily 
small amount by normalizing to higher orders r.

2.9. Resonant normal form
So far, we focused on constructing normal forms in the Hamiltonian model (3) 
around some action value p* (p* = 2(^3 — 1) in our example) such that the 
resulting frequency is incommensurable with the perturber’s frequency u). It is 
immediately clear that the fact that the two frequencies satisfy no resonance 
condition of the form

kiw* + k^w = 0 (66)
was essential so far in our success in constructing a normal form, since it ensures 
that we never encounter in the series (e.g. in the solution (50) of the homological 
equation) a divisor equal to zero exactly. However, such divisors could appear 
for other choices of p*. For example, if we choose p* = 1, we have w* = 1, thus 
co* — a) = 0, which is a resonance condition of the form (66), for a particular 
vector of wavenumbers, denoted hereafter as kV) = (k^\ k^) = (1,-1), or 
multiples of it.22 If we choose p* = 1 in the Birkhoff normal form construction

22In the case of wavenumbers, the use of the superscript (1) has a completely different meaning 
than in the notation introduced so far for the series. Namely, (1) means ‘the first resonance 
condition’. We will see (section 4) that when we have more than two frequencies, there are cases 
where we can define more than one linearly independent resonance conditions, the maximum 
number being equal to the number of frequencies considered minus one. For example, if we have 
three frequencies (cui,cu-j,cus), we can have cases with i) no resonance condition (e.g.: ui = 1, 
LJ2 = W ^3 = VS), ii) one resonance condition (=‘simply resonant’, e.g.: xi = 1, lu2 = W 
xg = 2 + 2V2, whence 2sj + 2^j — ^3 = 0, implying that we have a unique resonant vector 
(VW^Vg1)) = (2,2, —1)), iii) two independent resonance conditions (=‘doubly resonant’, 
e.g.: xg = 0.4, xg = 0.2, xg = 1, whence xg — 2xg = 0 but also 2cur I ^2 ^v, = 0, implying that 
we have two independent resonant vectors (VWVV1)) = i l, 2.0) and (kg2\ k^, k^) =
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of subsections 2.4 and 2.5, we can immediately see that the construction cannot 
proceed even at order O(A). This, because we can note, for example, that 
in the expression for the unwanted terms h^\ there is a term el^’~^ whose 
elimination, according to Eq.(33), would require a divisor equal to zero exactly. 
Furthermore, as we have seen, even if the original Hamiltonian contains a finite 
number of harmonics, the implementation of the normal form algorithm leads 
to the generation of new ones as we proceed. Thus, it is always possible that we 
will encounter such a zero divisor at some subsequent normalization step.

What is the physical effect of the so-called ‘resonant terms’ e1^’-^, or 
g-db-^) (or simply cos(V’ — </>)) in the original Hamiltonian? Returning to the 
phase portraits of Fig.l, we see that, around p = p* = 1, a conspicuous island 
of stability is formed. In fact, at the center of the island lies a stable periodic 
orbit, whose fundamental frequency is equal to a) = a)* = 1. As shown in Fig.lb, 
the stability of this orbit is preserved when e is as high as e = 1, and this fact 
implies the presence of an island of stability around it even when most other 
invariant curves have been destroyed and replaced by chaotic orbits.

Another relevant remark is that, within resonant domains, the phase por
trait takes locally the form of a perturbed pendulum phase portrait, while the 
limits of the resonant domain (the so-called ‘separatrix width’, in analogy with 
the pendulum case), grow with e, at least for small e, up to a point when the 
separatrix-like chaotic layer formed in the domain around these limits prevails 
the dynamics. Figure 6 shows these effects. The left column shows a detail of 
the surface of section computed as in Fig.l, i.e. by numerical orbits, for (a) 
e = 0.04 and (c) e = 0.16. In fact, a rough estimate shows that by quadrupling 
the perturbation, the island size grows by a factor ~ 2, i.e. the square root of 
the growth factor of the perturbation.

All these features can be explained by a particular form of normal form 
theory, called a resonant normal form?3 We will give below a detailed numer
ical example of how to construct a resonant normal form. However, we can see 
immediately the outcome of this analysis, shown in the right column of Fig.6, 
which shows a theoretical phase portrait obtained by a resonant normal form 
calculation up to order 4, as explained below. We see that the resonant normal 
form construction: i) explains the fact that the phase portrait in the neigh
borhood of a resonance has the pendulum form, ii) can predict the size of the 
resonant domain, and iii) gives a separatrix-like representation for the shape of 
the thin chaotic layer, which is formed in reality by the orbits as computed in

(2,1,-1). In the latter case we can actually form an infinity of different couples of resonant 
vectors, by taking linear combinations of kW and k2' defined as above).

^Historically, the implementation of a resonant normal form in the computer preceded that of 
a non-resonant one. The work of Gustavson (1966) refers to the Hénon - Heiles Hamiltonian, 
which is a model of the 1:1 resonance. However, the work of Gustavson was itself preceded 
by the development of a ‘direct’ method of computation of resonant integrals by Contopoulos 
(1963) and Contopoulos and Moutsoulas (1965). In the direct method, we perform no canonical 
transformations, but simply a computation of a formal series defined so as to have vanishing 
Poisson bracket with the Hamiltonian. The non-resonant case (Whittaker (1916), Cherry 
(1924), Contopoulos (I960)) is known in galactic dynamics as the ‘third integral’, i.e. an 
approximate integral beyond the two exact ones for axisymmetric galaxies, i.e. the energy and 
the component of the angular momentum along the axis of symmetry.
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V[rad] V[rad]

Figure 6. (a) The phase portrait of the model (3) in the 1:1 resonance, 
for e = 0.04 as computed by numerical integration of orbits, and (b) its 
theoretical representation by the invariant curves computed via a resonant 
normal form (see text), (c) and (d) Same as in (a) and (b) respectively, but 
for e = 0.16. We note that i) the size of the resonant domain has nearly 
doubled by changing the perturbation by a factor 4. and ii) the theoretical 
computation yields invariant curves even in a domain where the I r Ie dynamics 
yields a thin chaotic separatrix-like layer.

V[rad]

the full Hamiltonian (3).

The present calculation concerns the model (3), which is of two degrees 
of freedom. In section 3 we will see that resonant normal form theory can be 
used in order to describe a new phenomenon taking place within the chaotic 
layers of resonances in the weakly chaotic regime, namely Arnold diffusion. The 
latter originates from the topological possibility (in three or more degrees of 
freedom) of having chaotic motions in phase space directions normal to the planes 
defined by the separatrix-like resonant chaotic layers (while such motions are not 
possible in systems of two degrees of freedom). In that case, we will see that 
the remainder of the resonant normal form construction accounts for the speed
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by which diffusion takes place. A quantitative theory of diffusion in systems 
of three or more degrees of freedom was developed by Chirikov (1979). This is 
further reviewed in Cincotta (2002) with a focus on applications in dynamical 
astronomy. The relation between Chirikov’s theory and the outcome of resonant 
normal form theory is briefly discussed in subsection 4.3.

We now pass to examining the process by which we construct a resonant 
normal form in the example as above. Essentially, nothing changes with respect 
to the general normalization algorithm presented in subsection 2.5, apart from 
recalling that the resonant module (subsection 2.7) contains now wave vectors 
different from (Aq, ks^ = 0. In fact, if we simply define the resonant module to be 
the set of all wave vectors with associated divisors equal to zero exactly, we can 
have a consistent normal form algorithm covering all cases, i.e. non-resonant, or 
resonant of any multiplicity. We thus define:

M = {k = (ki, k2) : kiu)* + ks^ = 0} (67)

and have the following general normalization algorithm:

Recursive normalization algorithm covering all types of resonant con
ditions

Assuming r algorithm steps have been completed, the Hamiltonian has the form:

H^ = Zo + XZi + ... + X ZT + A^1^ + A^2^ + ...

where all Z terms are in normal form, while the remaining terms define the 
remainder R^. Then:

1) Isolate from the Hamiltonian H1^ the terms in H^y to be eliminated at 
the present step, denoted by hrJ¡_v To define these terms, write Hr^T as:

ttX) _ \ ^ Rr) (T\pi(kvHk2<i))

and choose _ \ ^ ,C) (iXp^kvit’^k^

k2,k2ÍM

where M is defined as in Eq. (67).
2) Solve the homological equation

{Zo^+iJ + A^^O

and define x-r+i-
3) Compute RC+b = exp(£Xr+1)7?^b- This contains a normal form part:

Z^T^ = Zo + AZ! + ... + XTZr + Ar+1Zr+1

and a remainder part

RR^ = + • • •
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This completes one full step of the general normalization algorithm.

Let us implement this algorithm in the 1:1 resonant case of the model (3). 
First, we prepare our Hamiltonian to be in the right form for implementing 
the algorithm, i.e., as in subsection 2.4, we first set p = p* + L^ in (3) with 
p* = 1, expand, introduce a book-keeping, and turn trigonometric functions to 
exponentials. Then (apart from a constant):

H^ = i^ + I

0.04 e^’ + e”^’

-(0.0016 + 0.000870) + e^^ + e^^ + e^^

Now, we isolate the terms to be normalized at order 1. We observe that the 
terms c^Xt-ib yield (&i, &2) = (±1,+1), which belong to the resonant module 
M. Thus, they are not to be normalized. In fact, the other term with the same 
property is I^/^, whose ‘wave vector’ is just (fci, k^l = (0, 0). In summary:

h^ = -0.04 - (0.0016 + 0.000870) ^+^ + e^+^

leading to

Xi = Xi 0.04 (e^’ - + (0.0008 + 0.000470)

After performing H^X = exp^L^H^b we find, up to second order:

j2
Hm = i^ + I + - A(0.0016 + 0.00087.0) ^W’^ + e"^’"^

+A2 -1.28 x 10 6-6.4 x 10 7/,/: + 0.047.0 ^X + e^’) -5.6 x 10 5 (e^ + c '"j

(1.28 x 10 6 + 6.4 x 10 7A)

+ (0.000870 + 0.000472)) ^+^ + e^^

8 x 10”6 (CW^ + e^2'^ ) - 3.2 x 10^5 (e^’-^ + e^2'^

This accomplishes the first step of the resonant normalization process. Clearly, 
in the second step, the only term to survive in the Hamiltonian (apart from a 
constant) is —6.4 x 10 7/,/:. Thus, omitting the details on the form of x'2, the
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Hamiltonian H^ = exp(LX2 )H^\ which is in normal form up to terms O(A2), 
is given by

H^ = 1.^+1 + A^

—A(0.0016 + 0.0008/^) (e^^ + e^^"^) - A2(6.4 x 10 7/,/:) + O(A3) + ...

Considering the normal form terms only, setting A = 1, ignoring the small linear 
correction in 1^, and passing back to trigonometric functions, we find:

j2
Z(2) =Z0+ Z+^-(0.0032 + O.OO16Z0)cos(0-<^) . (68)

It is now straightforward to see that a Hamiltonian like (68) induces the pen
dulum dynamics, leading to phase portraits like in Fig.6. The clearest way to 
see this is by transforming the Hamiltonian (68) to one in resonant canonical 
variables (called sometimes ‘fast’ and ‘slow’ variables). For a general resonant 
wave vector k^, the procedure to find the resonant variables is as follows:

i) Define an integer vector m by the condition

m • k^ = 0 . (69)

ii) Write:

10 = k^IR + mjp 4*r = ¿u^ + ^H (70)

I = k^Ip + m^Ip op = my^1 + W^

and solve to get 1^, I in terms of Ir, If- We note that Eq.(70) defines a canoni
cal transformation, since it arises from the generating function S^’, <j), Ir, If) = 
(k^^ + k^cj^lR + (mill) + w^If-

iii) Substitute Eq.(70) in the resonant normal form (Eq.(68) in our example). 
Then, <j>p becomes an ignorable variable, implying Ip is an integral of motion 
of the normal form dynamics. Then, the remaining pair of variables yields the 
pendulum dynamics.

Let us implement these steps, concerning the resonant normal form Z^ 
given in (68). We have:

(k^, k^) = (1, — 1) implying (m-i, m2) = (1,1) .

Then
7-0 = Ir + If, I = — Ir + If, <t>R = 4’ — <t> (f>F = '^ + (f> •

Thus, substituting the above expressions into Z^ we find the form of the reso
nant Hamiltonian in the resonant canonical variables:

j2 j2
Zres = 2lF + ^+IFlR + ^- (0.0032 + 0.0016(Jr + Ip)) cosI^r) . (71)
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It is now already clear that, since 0p is ignorable, the variable Ip is an integral 
of the Hamiltonian flow of ZTes. Thus, it can be viewed as a parameter of a 
one-dimensional pendulum-like Hamiltonian system. In fact, in systems like (3), 
since I is a dummy action, we can exploit the freedom to assign arbitrary values 
to I in order to render the value of Ip equal to any convenient value. Since 
Ip = (1^ + I)/2, setting, for any initial condition for 1^, a corresponding value 
I = —1^, we find Ip = 0, and this value is preserved along the flow of Zres. 
Thus, without loss of generality we can recast Zres as:

j2
Zres = - (0.0032 + 0.0016Zñ) cos(0ñ) . (72)

We observe that, up to second order, and except for a small correction, this 
resonant normal form is what we would have found if we only kept the resonant 
terms in the expression of the original Hamiltonian, but as a function of the new, 
instead of old, resonant canonical variables. Leaving e as a parameter, we find 
the following expression for the resonant normal form in this approximation:

j2
Zres«M-e(O.O8 + O.O4Zfi)cos(0fi) . (73)

The so-called separatrix width, which determines the size of the resonance, can 
be estimated as follows. The unstable equilibrium point of Zres is at Ir = 0, 
f)R = ±7T. Substituting these values in (73) we find the energy value at the 
unstable equilibrium, which is equal to the (constant) energy value along the 
whole separatrix, i.e.Esep = 0.08e. The separatrix half-width, now, corresponds 
to the value of Ip^ep at <j)R = 0 along the separatrix. We have

Z2
Esep = - e (0.08 + 0.04Zñ,sep) .

Solving this equation, we find the values Ipsep and IrS£p, in the upper and 
lower separatrix branch, where the separatrix intersects the axis <j)R = 0. The 
difference between these two values defines the separatrix width:

MR,sep = V(0.08e)2 + 1.28e ~ 0.8V2e . (74)

We obtain a basic result, namely that the resonance width scales as the square 
root of the perturbation parameter e. This is exemplified by a comparison of the 
top and bottom row of figure 6, where we see that, by increasing the perturbation 
by a factor 4, the island of the 1:1 resonance has increased in size by a factor 
~ 2. 1

Staying in the same figure, in order to obtain the theoretical invariant curves 
shown in panels (b) and (d), we work as follows: Starting from a resonant 
normal form like (71), we fix different values of the normal form energy E, 
and compute many pairs of values Íór. Ir) along the curves of constant energy 
Zres^R, Ir) = E. We also know that Ip = 0, and for this value we have Ir = 1^. 
Also, f>R = '0 — 0, thus, on the surface of section 0 = 0 we have <¡)r = 0. This 
allows to obtain a set of pairs of values (0,1^) representing the constant energy 
level curves of Zres. Now, it must be recalled that the variables (0,Z^,) here
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referred to are the new canonical variables, after the composition of Lie series 
with all generating functions yi, X2, etc- However, using Eqs.(41), from each 
pair of values of the new canonical variables we can compute a corresponding 
pair of values of the old canonical variables. Obtaining many such pairs gives 
the set of invariant curves shown in Figs.6b,d. In particular, we observe that the 
theoretical separatrix shows a deformation in its top part towards higher values 
of p. This is an effect due to the canonical transformations (41), while in the 
new variables the whole portrait at the resonance looks very symmetric around 
the axis = 0, for any r > 2.

Resonant construction for librational motions

An interesting remark, at this point, is that the resonant construction described 
so far can be applied in the same way in the case of the main separatrix domain 
of the pendulum, which corresponds to librational motions. In fact, this can be 
considered as a case of resonance around the action value p* = 0, or w* = 0. 
This corresponds to the resonant wave vector (k^, k^) = (1, 0), yielding a nor
mal vector m = (0,1). We then readily find that the resonant module is simply 
Al = {k : fc2 = 0}. This means to keep in the normal form all trigonometric 
terms of the form elkl^\ i.e. we eliminate all terms containing the angle 0. Also, 
using Eq.(70), in this case we find Ir = 1^, and <j)R = 0. The reader can easily 
fill in now the details for the computation of the corresponding resonant normal 
form associated with librational motions. The final result, up to fourth order, 
apart from a constant, and after setting A = 1 is:

j2
Z^ = 1 + 5-12 ^ 10 67 + U + 7-68 x 10 G)y

-0.0799999cos0-(1.28+2.56Z0+1.28IJ)xlO Gcos(2<4 + L024xl0 7cos(3<') .

A comparison of the theoretical (with the above formula) versus numerical phase 
portraits in the libration domain is left as an exercise.

2.10. Hyperbolic normal form and the computation of invariant man
ifolds

So far, we have explored the possibilities offered by canonical perturbation the
ory in order to find useful representations for regular orbits in various cases of 
interest related either to non-resonant or to resonant dynamics. In subsection
2.2, however, it was mentioned that normal form theory can be useful even in 
representing some features of chaotic dynamics, and, in particular, in the com
putation of the invariant manifolds emanating from unstable periodic orbits in 
a chaotic domain like the extended chaotic domain of Fig.lb. We now turn our 
attention to this subject, which, as discussed in the introduction, has lead to a 
number of quite interesting modern applications.

We recall first the notion of an unstable periodic orbit, and of its asymptotic 
invariant manifolds. Let (0(t), 0(t),/^(t), I(t)) be an orbit of the system (3). 
This is called periodic if there is a time t = T (the period) at which the orbit
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closes in itself, i.e.

^(t+T^, ^(t+T), I^Çt+T^, I(¿t+T^ = ^/;(t)(mod27r), 0(í)(mod27r), I^(t), iÇtÇ^

Since in our example the angle o evolves linearly with frequency equal to w = 1, 
it follows that the only possible periods for periodic orbits in the system (3) are 
T = 2tt or multiples of it. We now focus on a particular periodic orbit, denoted 
P, whose limit, for e = 0, is the unstable equilibrium point at ^’p = tt (or —tt), 
and pp = 0. This equilibrium point continues as a periodic orbit, for values of e 
different from zero.

Fixing a value of e (say e = 1, as in Fig.lb), how can we locate the initial 
condition for this periodic orbit on the surface of section of Fig.lb? We recall 
that such a surface of section can be thought of as providing a mapping of 
the form (6), where the functions f^’,p) and g^bP^ are provided just by the 
numerical computation of the image (0/,p/), on the surface of section, of some 
initial point (0, p). Now, assume that the point (0,p) is the initial condition of 
a periodic orbit. Then, at return on the section after one period we have 0' = 0, 
p' = p, or

F(0,p) =/(0,p) — 0 = 0, G(0,p) = g(0,p) — p = 0 . (75)

We now see that the initial condition of the periodic orbit is the solution to a 
2x2 set of algebraic equations, namely F(0,p) = 0, G(0,p) = 0. In the absence 
of a trivial solution, we can rely on a numerical method for the solution of this 
set of equations, as, for example, Newton’s method.24

In practice, we need a numerical procedure for finding the values of both F(i/>n,p„), G(V’n,Pn), 
and all their partial derivatives. This can be as follows: given a point (-</’„,p„) on the surface 
of section, we compute its image C’n^Pn) under the Poincare surface of section mapping. This 
yields numerical values for the functions f(bn,Pn) = bn and g(</’„,p„) = pV, and hence, 
F(^>„,p„) = f(bn,Pn) — bn, GC’n,Pn) = g(bn,Pn) — Pn- In the same way, we compute the 
surface of section images of four neighboring initial conditions, i.e. (p„ + h,pn), (bn ~ h,pn), 
C'n,Pn + h), C’n,Pn — h) for some small number h. This yields numerical values for the 
functions / and g with all four combinations of arguments. Then we can approximate partial 
derivatives e.g. as:

9f _ Kbn + h,Pn) - f (bn - h,Pn)
9bn

+ o(/-0) ,

and similarly for 9f/9pn, 9g/9pn, 9g/9pn. Steps of order h = 10* to h = 10' give optimal 
results. The error in the computation can always be controlled by computing the determinant 
(9 f ¡ 9pn)(9g ¡ 9pn) — (9f/9pn)(9g/9pn) which is theoretically equal to 1. Finally, we form the

24Newton’s method is an iterative method for finding the roots of a set of algebraic equations. 
In this method, we start with an initial guess (in our case (pg,pg) on the surface of section), 
and compute iteratively better approximations (pi, pi), (gl-’PPz), ... to a root of the system 
of equations FC\p) = 0, Gbjpp) = 0. Let (</’„,p„) be the n-th iterate of the method. We 
compute the next iterate by:
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Implementing Newton’s method in our system (3), for e = 1, we find that 
the periodic orbit is located at ij.’P = tt, pp = —0.0073246492486565, with an 
uncertainty in the last digit.

In order to check the stability of this orbit, we compute the so-called mon- 
odromy (or Floquet) matrix, which is the matrix of the linearized mapping 
equations computed at the point (V’p,pp), namely

The stability is characterized by the eigenvalues of the monodromy matrix, given 
by the solution of the characteristic polynomial A2 — (a + d)A + (ad — be) = 0. 
By the symplectic condition, we have ad — be = 1, thus

(a + d) ± (a + d)2 — 4
Al,2 = ---------- X---------- (78)

In the case of unstable periodic orbits, we have two real and reciprocal eigen
values A1A2 = 1. The condition for instability, thus, is given by |a + d\ > 2. 
Without loss of generality, assume |Ai| > 1 and IA2I < 1. The eigenvector of 
M corresponding to the eigenvalue L± defines an unstable eigen-direction of the 
linearized mapping around (V’p,Pp), while the eigenvector corresponding to A2 
defines a stable eigen-direction respectively. These directions are easily found by 
taking the definition of an eigenvector, namely a vector which, acted upon by 
M, yields a multiple of itself by a factor equal to the eigenvalue. Implementing 
this definition, if (A^, Ap) denotes, say, the unstable eigenvector, we have:

The above condition yields two linearly dependent equations, thus we may chose 
any of them to define the direction of the unstable eigenvector, i.e.

Ap Ai — a c
A^ b Ai — cl (79)

Consider now a small segment of length AS' on the surface of section along, say, 
the unstable eigen-direction, starting from the periodic orbit P (Figure 8), and 
compute the successive images of this segment under the surface of section map
ping. By this process we obtain numerically the intersection (with the surface 
of section) of the unstable manifold of the periodic orbit P. In Figs.8a,b, the

matrix

The method is successful if the sequence of successive iterates («^a) ~> (bn+i,Pn+i) con
verges. Numerically, we stop when differences between successive iterates become smaller than 
a prescribed precision level (which can be very small, say 10 ' ' i.
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unstable manifold (denoted by Wu) is shown as a thin curve starting from the 
left point P (which is the same as the right point, modulo 2tt). This curve has 
the form of a straight line close to P, but exhibits a number of oscillations as 
it approaches the right point P. In the same way, we can compute the stable 
manifold Ws emanating from the right point P, also shown by a thin curve (in 
our example the two curves are symmetric with respect to the axis '0 = 0, due 
to a corresponding symmetry in the Hamiltonian (3)). In the case of the stable 
manifold, we integrate backwards in time all initial conditions on the initial seg
ment AS, until finding the pre-image of this segment on the surface of section. 
We observe that the stable manifold also develops oscillations as it approaches 
the left point P.

The following are now some more precise definitions. Let

Pp = I Ç^p(tV ^p^Y ly, ( }

be the set of all points of the periodic orbit P parametrized by the time t, and 
q = (0, 0, L^, I) a randomly chosen point in phase space. We define the distance 
of an arbitrary point q of the phase space from the periodic orbit as:

d(q, P) = min ^clist^q, qp) for all qp G Pp}

where dist^ means the Euclidean distance. Let now qo be a particular initial 
condition at t = 0, and let q(t;qo) denote the orbit resulting from that initial 
condition. The unstable manifold of P is defined as:

wf = (qo: lim d(q(t;q0),F) = ol . (80)

In words, the unstable manifold W^ is the set of all initial conditions in the 
phase space leading to orbits which tend asymptotically to the periodic orbit P 
when integrated in the backward sense of time. This, in fact, implies that these 
orbits recede (on average) from the periodic orbit in the forward sense of time.

Similarly, we define the stable manifold of P by:

Wg = {q0 : lim d(q(t;q0),F) = . (81)

In words, it is the set of all initial conditions whose resulting orbits tend asymp
totically to the periodic orbit P in the forward sense of time.

The following are some basic properties of Wu and Ws:
i) Both sets are invariant under the Hamiltonian flow, i.e. any initial con

dition on W^ leads to an orbit lying always on W^ (and similarly for H0').
ii) The unstable (or stable) invariant manifold cannot intersect itself at 

any of its points. In fact, a simple argument shows that such intersections are 
inconsistent with causality.

iii) In contrast to (ii), the unstable and stable manifolds may intersect each 
other. Such intersections are called homoclinic points, and their resulting orbits 
are called homoclinic orbits. Such is the example of the homoclinic point H in 
figure 8 (see below).
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iv) As a consequence of the so-called Grobman (1959) and Hartman (1960) 
theorem, the unstable manifold W^ is tangent to the unstable manifold of the 
linearized flow around P. In fact, it is this property which allows us to ap
proximate numerically the computation of the invariant manifolds, by taking 
the successive images of small straight segments along one of the eigendirections 
close to P.

The study of the asymptotic manifolds of unstable periodic orbits in a 
chaotic domain is a key element for understanding the structure and mecha
nisms of chaos in dynamical systems. This key role was already emphasized by 
Poincaré, who, on the basis of theoretical arguments, predicted the complexity 
induced in the behavior of chaotic orbits in the phase space due to the manifold 
dynamics. Various laws characterizing, in particular, the lobes and recurrences 
of the invariant manifolds are given in Contopoulos and Polymilis (1993).

We now show that, despite their complexity, the invariant manifolds are 
objects possible to compute, up to some extent, via an appropriate form of 
canonical perturbation theory. The resulting normal form, called a hyperbolic 
normal form, was first studied by Moser (1958), while its implementation via 
canonical transformations was first discussed by Giorgilli (2001).

We give below a specific example of computation of a hyperbolic normal 
form, and discuss the kind of phenomena whose study becomes possible by using 
such a normal form.

The idea of a hyperbolic normal form is simple: close to any unstable pe
riodic orbit, we wish to pass from old to new canonical variables ff,f>,p,I) —> 
(£, <f', T), I'), so that the Hamiltonian in the new variables takes locally the form:

Zh = wl' + n^r] + Z(l', £77) (82)

where v is a real constant. In a Hamiltonian like (82), the point f = 77 = 0 
corresponds to a periodic orbit, since, from Hamilton’s equation we find f = 77 = 
0 = H = 0, while <$ = f>Q + (u) + dZ(P, tydl'ft. This implies a periodic orbit, 
with frequency wz = (w + 9Z(F, 0)dI'). In a system like (3), where the action I 
is dummy, we find that I' does not appear in the hyperbolic normal form, thus, 
the periodic solution f = rj = 0 has a frequency equal to a) always.

By linearizing Hamilton’s equations of motion near this solution, we find 
that it is always unstable. In fact, we can easily show that the linearized equa
tions of motion for small variations 5^, 813 around f = 0,77 = 0 are

8f = (n + vi^PFôf, 8^ = -(^ + ivi(I'^ór)

where vFJ’^ = dZ^I',fr¡ = O)/d(^77). The solutions are ¿^(t) = dfoe^^F1, 
ôr)(tf = órioe-^^^1. After one period T = 2tt/ix; we have 5£(T) = Aid^o, 
5t](T) = A2^o, where Ai^ = eti'K^v^tA). Thus, the two eigendirections of 
the linearized flow correspond to setting ¿To = 0, or ¿770 = 0, i.e. they coincide 
with the axes ^ = 0, or 77 = 0. These axes are invariant under the flow of (82) 
and, therefore, they constitute the unstable and stable manifold of the associated 
periodic orbit P.
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In summary: if we succeed in finding a canonical transformation of the form

'0 = ^4’^^'^J^ 
0 = ^^^'^^'^ 
p = ^(^^,77,/') 
I = ^(^0077 J')

in which the Hamiltonian in the neighborhood of an unstable periodic orbit takes 
the form (82), then, the expressions i) £ = 77 = 0, and ii) £ = 0 or 77 = 0 yield 
the position of the periodic orbit, and ii) the form of its invariant manifolds in 
the variables (£, 00 77,I'). Furthermore, iii) the expressions Ap2 = (.='2“^iv ivi h^ 
yield the eigenvalues of the unstable periodic orbit.

Figure 7. The characteristic curve (value of the fixed point variable pp on 
the surface of section) for the main unstable periodic orbit as a function of 
e. The dots correspond to a purely numerical calculation using Newton’s 
method. The solid curve shows the theoretical calculation using a hyperbolic 
normal form (similar to formula (96) in text, but for a normalization up to 
the fifteenth order).

A key point is, now, the following: after we explicitly compute the canonical 
transformations (83), we can use Eqs.(83) in order to compute analytically the 
periodic orbit, and its asymptotic invariant manifolds in the original canonical 
variables as well. Such a computation, whose details will be presented below, 
is shown in figures 7 and 8. Figure 7 shows the so-called characteristic curve 
of the main unstable periodic orbit of the system (3), i.e. the orbit which is 
the continuation, for e yf 0, of the unstable equilibrium point (0 = ±7r,p = 0) 
which exists for e = 0. The characteristic curve is a curve yielding the value of 
the initial conditions on a surface of section, as a function of e, for which the 
resulting orbit is the periodic one. In our case, we always have tfp = 0, while pp 
varies with e. The dotted curve shows pp(e) as computed by a purely numerical 
process, i.e., implementing Newton’s root-finding method, while the solid curve 
yields pp(e) as computed by a hyperbolic normal form at the normalization order
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r = 15 (see below). The agreement is excellent, and we always recover 8-9 digits 
of the numerical calculation in this approximation, even for values of e much 
larger than unity.

How is this computation possible? Returning to Eqs.(83), we simply set 
^ = 77 = 0, while I', which is an integral of the Hamiltonian flow of (82), can be 
replaced by a constant label value I' = c. 25 Finally, knowing the frequency a)' 
by which <f/ evolves, we can set <f' = aft + A- Substituting these expressions in 
the transformation equations (83), we are lead to:

25In fact, if I is a dummy action, its near identity transformation I' does not appear in the 
Eqs. (83). ' *

-0p(t) = £^,(0, a/t + <^, 0, c)
<M¿) = $^(0, w'i+ ^,0,c) (84)
pp(tf = <hp(0, w't + <A 0, c)
Ip(t) = $7(0, iVt + <(>0, 0, c) .

The set of Eqs. (84) yields now an analytic representation of the periodic orbit P 
in the whole time interval 0 < t < 27r/wz. In fact, by the form of the hyperbolic 
normal form and its normalizing transformations, we find that Eqs.(84) provide 
a formula for the periodic orbit in terms of a Fourier series, which allows us to 
find not only its initial conditions on a surface of section, but also the whole 
time evolution of the set of canonical variables along P.

Similar principles apply to the computation of the invariant manifolds of 
P. In this case, we first fix a surface of section by setting, say, <f = 0. Then, 
assuming, without loss of generality, that the unstable manifold corresponds to 
setting 77 = 0, we find a parametric form for all canonical variables as a function 
of f along the asymptotic curve of the unstable manifold on the surface of section:

^pAO =^(e,0,0,c), pPAÜ = M£,0,0,c) . (85)

Due to Eq. (85), f can be considered as a length parameter along the asymptotic 
curve of the unstable manifold Wu. Numerically, this allows to compute the 
asymptotic curve W^ on the surface of section by giving different values to f. 
Such a computation is shown with a thick curve in Fig.8a. We observe that the 
theoretical curve Wn agrees well with the numerical one up to a certain distance 
corresponding to £ ~ 1, whereby the theoretical curve starts deviating from the 
true asymptotic curve Wu. This is because, as we will see, the hyperbolic normal 
form has a finite domain of convergence around P. Thus, by using a finite trunca
tion of the series (83) (representing the normalizing canonical transformations), 
deviations occur at points beyond the domain of convergence of the hyperbolic 
normal form.

Similar arguments (and results, as shown in Fig.8) are found for the stable 
manifold of P. In that case, we substitute £ = 0 in the transformation equations, 
and employ 77 as a parameter, namely:

AAhl = <Mo,0,77,c), ppAA = *Mo,o,77,c) . (86)
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Figure 8. The thin dotted lines show the unstable (Phu) and stable ((Ws) 
manifolds emanating from the main unstable periodic orbit (P) in the model 
(3), for e = 1, after a purely numerical computation (mapping for 8 iterations 
of 1000 points along an initial segment of length ds = 10 3 taken along the 
unstable and stable eigen-directions respectively. In (a), the thick lines show a 
theoretical computation of the invariant manifolds using a hyperbolic normal 
form at the normalization order r = 15 (see text). Both theoretical curves Wu 
and Ws deviate from the true manifolds before reaching the first homoclinic 
point (H). (b) Same as in (a), but now the theoretical manifolds are computed 
using the analytic continuation technique suggested in Ozorio de Almeida, and 
Viera (1997). The theoretical curves cross each other at the first homoclinic 
point, thus, this point can be computed by series expansions.

In figure 8 we see that the domains of convergence of the hyperbolic normal 
form are small enough so that the two theoretical curves Wu and Ws have no 
intersection. This implies that we cannot use this computation in order to specify 
analytically the position of a homoclinic point, like H in figure 8. However, in 
recent years, Ozorio de Almeida and co-workers (Da Silva Ritter et al. (1987), 
Viera and Ozorio de Almeida (1996), Ozorio de Almeida and Viera (1997)) have 
considered an extension of the original theory of Moser, which allows to extend 
considerably the domain of validity of the hyperbolic normal form construction, 
and to compute homoclinic intersections and even some lobes formed by the 
asymptotic manifolds in the vicinity of P. Essentially, the technique relies on i) 
using first the usual construction in order to compute a finite segment of, say, 
Wn within the domain of convergence of the hyperbolic normal form, and ii) 
analytically continue this part up to one or more images of it, using the original 
Hamiltonian as a Lie generating function. That is, if q is a point computed on 
the invariant manifold, we compute its image via

q' = exp(tnLH^ exp(f„_iLn) • • • exp(¿iLn)q (87)

where tn + tn_i + ... +t± = T, while the times are chosen so as to always lead 
to a mapping within the analyticity domain of the corresponding Lie series in a 
complex time domain. Figure 8b shows such a result. Computing a Lie series 
via (87) with H = O = La = t.4 = tt/2, the thick lines show the theoretical
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computation of the images (for the unstable manifold), or pre-images (for the 
stable manifold), for which we put a minus sign in front of all times H to ¿4) of the 
thick lines shown in panel (a), after (or before) one period. We now see that the 
resulting series represent the true invariant manifolds over a considerably larger 
extent, thus, allowing to compute theoretically the position of the homoclinic 
point H. 26

26The reader may wonder why there should be interest in knowing the position of homoclinic 
points like H. The role of homoclinic points, as well as of their resulting (as initial conditions) 
homoclinic orbits, in the problem of the so-called structure of chaos in Hamiltonian systems 
cannot be overemphasized. In fact, the homoclinic points form the basis upon which we under
stand the structure of the homoclinic tangle, which is the main local source of chaos close to 
unstable periodic orbits (see Contopoulos (2002), for a review of the concept and consequences 
of homoclinic chaos).

2'In this example we keep e as a parameter, without substituting its numerical value. This is 
needed in the calculation of the position of the periodic orbit P as a function of e, used in Fig.7.

We now present in detail the steps leading to the previous results, i.e. a 
practical example of the calculation of a hyperbolic normal form.

i) Hamiltonian expansion. Starting from the Hamiltonian (3), in the neigh
borhood of P (see phase portraits in Fig.l) it is convenient to expand the Hamil
tonian around the value 0o = ^ (or, equivalently, — tt), which corresponds to the 
position of the unstable equilibrium when e = 0. Setting 0 = tt + u, we then 
find (up to fourth order): 27

H = y + I - 0.08

The hyperbolic character of motion in the neighborhood of the unstable equilib
rium is manifested by the combination of terms:

y2 7/2
H = I+ — — 0.08—+ ... 2 2 (89)

The constant v appearing in Eq.(82) is related to the constant 0.08 appearing in 
Eq.(89) via i/2 = 0.08. In fact, if we write the hyperbolic part of the Hamiltonian 
as H^ = p2/2 — i/2u2/2, it is possible to bring H^ in hyperbolic normal form, by 
introducing a linear canonical transformation:

P =
V^ + »7) (€ - ??)
--- --- , u = — (90)

where £ and 77 are the new canonical position and momentum respectively. Then 
Hh acquires the desired form, i.e. H^ = 1/^77.

Substituting the transformation (90) in the Hamiltonian (88) we find

H = 1 + 0.282843^77 - 0.041667O7'3 + 0.0625£2t?2 - 0.041667£3t7 + 0.010417£4

+e 0.08 + 0.03008577 - 0.070711t72 - 0.02659177'3 + 0.010417t74
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+0.030085^ + 0.14142^77 + 0.0265915^2 - 0.041667^3
—0.070711£2 + 0.026591^277 + 0.0625£V - 0.026591$3

-0.041667$3?7 + 0.010417£4 + ...
g^+ i g ^+ 

2

As always, we now have to introduce some book-keeping. In the present case, 
it is crucial to recognize that the quantities £, 77 themselves can be considered 
as small quantities describing the neighborhood of a hyperbolic point. However, 
we want to retain a book-keeping factor A° for the lowest order term £77, since, 
as we will see, this term appears in the homological equation defining the Lie 
generating functions in the present case. We thus follow the rule that monomial 
terms containing a product ^si77S2 acquire a book-keeping factor +si 'V 2 jn 
front. 28 Finally, we add a book-keeping factor A to all the terms that are 
multiplied by e.

28This, by the way, is precisely the optimal book-keeping scheme in computing normal forms for 
polynomial Hamiltonians in general. In the case of elliptic equilibria, in particular, assuming 
that the lowest order term in the Hamiltonian is the harmonic oscillator model

p2

we introduce complex canonical variables via a linear canonical transformation quite similar to 
(90), namely

= VLobQ + F) = (Q + iP) (91)
V2 VM

The zeroth order Hamiltonian takes the form H = iugQP. Then, we normalize all monomial 
terms of the form QaiPa2 giving rise to non-zero divisors. This is the way to normalize, 
for example, the Hamiltonian of the Hénon-Heiles (1964) model. The variables Q, P have a 
particular importance in quantum mechanics, where Q is called the creation operator, while 
IP is the annihilation operator.

In summary, up to O(A2) the Hamiltonian before any normalization reads:

H^ = I + 0.282843^77

+Ae 0.04 + 0.0150424(£ + 77) - 0.0353553(£2 + //2) + 0.0707107^ (e^ + W^)

+A2 0.0104167(£4 + 774) - 0.0416667(^t73 + ^77) + 0.0625£V

+0.0132957e(^2T7 + ^2 - $3 - ?73)(e^ + e^) + ...

According to the definition of the hyperbolic normal form (Eq.(82)), at first 
order we want to eliminate i) terms depending on the angle ç>. or, ii) terms 
independent of <j> but depending on a product £S177S2 with si ^ s^. These are

h^ =e 0.04 + 0.0150424(^+77)-0.0353553(^2+t72)+ 0.0707107^ (e^+e"^) .
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In order to define the generating function yq performing the first order normal
ization, we now see that we need a homological equation different from what we 
have seen so far, namely:

V + 0.282843^, yi} + XhW = 0 . (92)

The solution of equation (92) is found by noticing that the action of the operator 
{wZ + 1/^77, •} on monomials of the form ^S1?7S2a(Z)e’fc2^ yields

^ujI + v^-q, $,slrjS2a(I)elk2^ = — [(si — 82)17 + iu)k2^fslqS2 a^e’1'^ .

Thus, if we write h^ as

E b^^I^V2^2*
(si^M'líM

where the resonant module in this case is defined as:

M = {(si,82, k2^ : si = 82 and k2 = 0} (93)

then, the solution of the homological equation (92) is

Xi
(si,S2,k2)^-M

bsi,S2,k'2W Csl^s2 eik2 ^ 

(si - 82)17 + iwk2 "
(94)

In fact, since I is a dummy action, it does not appear in any of the coefficients 
bsi,s2,k2- But the main observation, regarding Eq.(94), is that the divisors are 
complex numbers with a modulus bounded from below by a positive constant, i.e. 
we have:

\v(si - 82") + ik2U)\ = y(81 - S2pv2 + k^w2 > min(|i/|, |w|)
for all (si, 82, k2^i ^ M . (95)

This last bound constitutes the most relevant fact about the construction of 
hyperbolic normal forms, because it implies that this construction is convergent. 
In fact, the sequences of repetitions of divisors encountered in subsection 2.5 
appear here also in a quite similar manner, as the reader may readily verify 
by trying to reconstruct the ‘most dangerous’ sequence of terms produced by 
successive Poisson brackets. However, the fact that divisors are bounded from 
below by a positive constant implies that the radius of convergence remains finite 
as the normalization order tends to infinity.

Returning to the numerical example, after performing the computations in 
(94) the generating function yq reads:

Xi = Xei - 0.04 + (0.00393948 - 0.0139282¿)^ - (0.00393948 + 0.0139282¿)t7
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-(0.0151515 - 0.0267843¿)^2 + (0.0151515 + 0.0267843¿)t72 - 0.07 0711^6^

+ ( 0.04 + (0.00393948 + 0.0139282¿)^ - (0.00393948 - 0.01392827)77

-(0.0151515 + 0.0267843¿)^2 + (0.0151515 - 0.0267843¿)t?2 + 0.070711^

The normalized Hamiltonian, after computing H^ = exp(Lxl^H^ is in normal 
form up to terms of O(A). In fact, we find that there are no new normal form 
terms at this order, but such terms appear at order A2. The reader is invited 
to make the computation at order 2, which finally yields H'2' = exp^L^H^, 
in normal form up to order two. We give the final result for verification. Apart 
from a constant, we have

H^ = I + 0.28284377^ + A2(0.0625^V - e20.0042855^) + O(A3) + ...

Let us also give the analytic expressions for the periodic orbit, up to order 
O(A2), found by exploiting the normalizing transformations of the hyperbolic 
normal form. The old canonical variables (£, 77) are computed in terms of the 
new canonical variables (t/2-’, r^) following:

€ = exp(LX2) exp^L^^

77 = exp(£X2) exp(£X1 V2) •

This yields functions (up to order O(A2) £ = dy(^2\ 4>^\ t]^), and
77 = ^(^^j <j^2\r)^Y By virtue of the fact that I is a dummy action, we have 
<//2) = <j) = cut = t, while, for the periodic orbit we set £(2-* = 77^ = 0. With 
these substitutions, we find

£p(i) = ^e(0, t, 0), pptt'l = $,,(0, t, 0) .

Finally, we substitute the expressions for £p(t) and r)p(t) in the linear canonical 
transformation (90), in order to find analytic expressions for the periodic orbit 
in the original variables p, 4’ = tt + u. Switching back to trigonometric functions, 
and setting A = 1, we finally find:

^,P^ = tt T 0.0740741esin t - 0.000726216c2 sin(2t) (96) 
pP(fi = -0.00592593c cost- 0.00145243c2 cos(2t) .

The position of the periodic orbit on the surface of section can be found now 
by setting t = 0 in Eqs.(96). In the actual computation of figures 7 and 8, we 
compute all expansions up to O(A15), after expanding also cos-0 in the original 
Hamiltonian up to the same order.
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3. CONSEQUENCES OF ANALYTICITY

3.1. Book-keeping in models with infinitely many Fourier harmonics
So far, we have examined some basic methods of canonical perturbation theory 
by presenting a number of numerical examples where such methods are applica
ble, employing for this purpose the Hamiltonian model (3). However, this model 
has a number of important limitations. In the present section we focus on one 
such limitation whose consequences are necessary to discuss, i.e., the fact that 
the perturbation term in (3) contains only a finite number of Fourier harmon
ics. Namely, in the original Hamiltonian we only have the terms e^’, e^^’+^ 
and e^1^’-^. It has been discussed already that even with few terms initially, 
a whole spectrum of new Fourier terms are generated in the course of any of 
the normalization schemes discussed in section 2. However, in the sequel we are 
interested in a more general case, in which many, or even all possible Fourier 
harmonics are present, already in the original Hamiltonian.

It should be made clear that the above situation occurs in almost all prob
lems of practical interest encountered in dynamical astronomy. Consider, for 
example, the study of a quite common class of problems in galactic dynamics, 
referring to galaxies with a non-axisymmetric distribution of matter. Such is, 
for instance, the case of the study of motions in the galactic plane of a spiral 
galaxy. Using polar coordinates (r, 0) on the plane, the gravitational potential 
V(r, 0) can be written in the form of a sum of an axisymmetric term Vo(r), which 
accounts for the gravitational effects of the disc, and a non-axisymmetric per
turbation eUi(r, 0) yielding the gravitational effects of the spiral arms (and/or a 
bar). The term Vf, in turn, can be expressed in terms of its Fourier decomposi
tion (see subsection 3.5 for details):

oo
U(r,0)= ^ VkWk6 .

k= —oo

As discussed in subsection 3.5, the Fourier coefficients 14 (r) can be analyzed in 
terms of the so-called ‘radial’ (or epicyclic) action angle variables (Ir,0r) as

OO

VkM= 52 Vkr,k(iryMT .
kr= —oo

Then, the gravitational potential of a disc spiral galaxy is a sum of Fourier terms 
over all possible wavenumbers kr, k, a fact implying that the original Hamiltonian 
describing stellar motions in the galaxy contains the whole possible spectrum of 
Fourier harmonics expfi(kr0r + k9^f

It is reasonable to expect that the Fourier coefficients of the higher order 
Fourier terms (i.e. the ones for which \kr\ + |k| is high) are smaller in size. 
This question, of how the size of the Fourier terms decreases with Fourier order, 
plays an essential role in the development of almost all perturbative schemes 
dealing with problems of dynamical astronomy, because it crucially affects the 
way by which we can choose to implement book-keeping in the Hamiltonian 
normalization. To show this, consider a generic form of Hamiltonian given by

H = Hq + e(... infinitely many harmonics ...) = Ho + eHi . (97)
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The whole term eH\ can be considered as a quantity ‘of order C. If we now 
choose to book-keep according to powers of e, 29, we should write:

H = A°Ho + A1e(... infinitely many harmonics ...) (98)

But in this way, Eq.(98) implies that infinitely many terms have to be normalized 
already at the first order of perturbation theory.

There is nothing fundamentally inconsistent in the above method of doing 
book-keeping in a Hamiltonian of the form (97). However there are a number of 
issues rendering the method rather problematic in practice. Let us mention the 
most important ones:

i) Memory requirements: in the computer we have to introduce a maximum 
order rmax in the book-keeping parameter up to which terms can be stored. 
Following Eq.(98), rmax represents also the maximum order in e up to which 
terms are stored. However, at every order of e we have terms of all Fourier 
orders. Thus, we must introduce also a maximum Fourier order Kmax, up to 
which terms can be stored. The total memory requirements then depend on 
the size of the integer lattice (rmax, Kmax). We can now see the following: if 
(ro, A/) denotes a so-called domain of interest, i.e. a domain in which we are in
terested in storing all possible terms arising in the final normal form series, then, 
this is only possible if allowance is made to store terms arising in intermediate 
normalization steps within a domain much larger than (ro, Kp ), namely

(j"max, Kmax) = (ro,Aoro) • (99)

A detailed proof is given in Efthymiopoulos (2008). 30 One can see that in most 
applications the memory requirements due to Eq.(99) become prohibitive. In 
fact, we have the estimate

number of terms that need to be stored /ro + 1A 2"

2 9 This is the most common suggestion in textbooks regarding the application of canonical per
turbation theory, namely, to normalize first terms of order e, then e2, etc.

30In summary: the worst memory requirements are caused by the operation H^ =
explL^H^. The generating function \i contains terms of the form eafj) exptik-f), for some 
of which we have \k\ = Kg. The Hamiltonian IK’1 contains also terms of the form eafj) exp(ik- 
<fP but for some terms we now have \k\ = Kmax. Then, the Poisson bracket operation between 
such terms yields terms of the form e2 [a( J^k- VjafJ) —afj^k' ■ ^ jaf Jf exp^i^k + k') ■ <^). Since 
the components of k and k' are added algebraically, it is possible that \k + k'\ = Kmax — Kg. 
In the same way, the s-th Poisson bracket contained in L f IK1' can produce Fourier terms of 
order es+1 and Fourier order Kmax — sKg. The maximum s is then defined by s + 1 = rg, or
s = r0 — 1. But then, we must have Kmax — (r0 — 1)A'O = Kg, or K max — rgKg.

number of terms in domain of interest \ 2 /

where n is the number of degrees of freedom. Since ro is usually a number of 
order ~ 10, the memory requirements at intermediate normalization steps are 
orders of magnitude bigger than those for storing the final Hamiltonian.
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(Non-) validity of some normal forms in open domains of the action space: Let 
us assume, again a book-keeping of the form (98), and, furthermore, that the 
zeroth order term Hq has a nonlinear dependence on the action variables I. A 
possible way to perform normal form computations is now the following: writing

Hi(I, <f) = 52 ^LkW exp(tk • c^ 
all k

and choosing any type of resonant module Ai, we define a Lie generating function 
XT by solving a homological equation similar to Eq.(36), namely:

(HxXft^ =0

where
^(I,^) = ^Lk(I) exp(-¿k • <)')

kç.M

However, the solution of (100)

xi = 52
kÇ.M

#i,k(I) exp(-ik • </>)
¿k • w(I)

where
w(I) = VzHo(I)

(WO)

(101)

(102)
is the frequency vector of the unperturbed Hamiltonian at the point I of the 
action space, has an important difference from the solution (50) of the homo
logical equation (36). Namely, the denominators of Eq.(101) depend explicitly 
on the action variables I. This fact has deep consequences regarding the defi
nition of domains where such a normal form computation is valid 31. In fact, 
provided that the functions w(I) have at least a linear dependence on I, we can 
readily prove the following: if we consider any (small whatsoever) open domain 
W in the action space, there are infinitely many wavevectors k for which the 
corresponding resonant manifolds, i.e. the surfaces defined by relations of the 
form

31 In fact, there are also many practical consequences rendering the whole approach of this type 
quite problematic. The most important problem is that, from the point of view of computer- 
algebraic operations, it is difficult to handle expressions involving rational functions in the 
action variables, as required by the form of the solutions given in Eq. (101). In conclusion, a 
method of normalization like in subsections 2.4 and 2.5, i.e. where we expand Hg around some 
fixed values of the actions and push everything beyond linear terms to a higher book-keeping 
order, is preferable in practice over a method retaining Ho in its original form.

32To give a simple example, let us consider the ‘convex’ case Ho = (if ylf^/S. The frequencies 
are xi = L, xg = Ii, thus the resonant manifolds are just straight lines passing through the 
origin, defined by kiK + kiE = 0. Consider any point (A*,/a*) of the action space, with

k-w(I) = 0 (103)
pass through W. This is just a consequence of the fact that the set of all 
resonant manifolds of the form (103) is a dense set in action space 32. Then, 
we conclude that if the coefficients 771^(1) in Eq.(101) are different from zero, a
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generating function of the form (101) cannot be defined in any open domain W 
of the action space, because some terms of yi (and, similarly, in all subsequent 
generating functions) would have divisors becoming equal to zero exactly at some 
points within W.

A ‘remedy’ to this problem, used already by Poincaré (1892), is to intro
duce a ‘cut-off’ in Fourier space, i.e. a maximum order K beyond which Fourier 
terms are not normalized. In this case, however, it is required to make a so- 
called optimal choice of the value of K, ensuring that the un-normalized terms 
with I A; I > K sum to a contribution smaller in size than the remainder terms 
produced during the normalization process (see Morbidelli and Giorgilli (1997) 
for a quantitative analysis of this problem). In fact, basic theory (see, for ex
ample, Morbidelli and Guzzo (1997)) yields an estimate K ~ ijep, for some 
exponent p depending on the exact form of the resonant module Al. However, 
such estimates are not very useful in practice, because in the real computation 
we would need to know precisely the coefficient of proportionality between K 
and l/eA

It is now possible to see that both problems mentioned above are solved 
in a natural way by choosing a way of book-keeping different from Eq.(98), 
recognizing33 the fact that, in a Hamiltonian like (97), the set of all Fourier 
harmonics can be split into subsets of different order of smallness, each subset 
containing only a finite number of harmonics. This immediately suggests a book
keeping of the form

H = Hq + e [A1 (group of Fourier terms of first order of smallness) (104) 
+A2 (group of Fourier terms of second order of smallness) + ...]

1 + Vil, + If- 8f “ 9 “ 1 - 12.5/(11* VlL^Ifi-5fi

cross the ball Ba». Since the set of rational numbers is dense within the set of real numbers,
it follows that there are infinitely many rational numbers g = q/p within the above interval.
Thus, for arbitrarily small 8. there are infinitely many lines of the form A = (g/p)A, or
kill + k2Ii = 0 with fci = g, ki = —p, passing through Ba».

33as, already, in the works of Poincare (1892), and Arnold (1963)

In subsection 3.2 we will see how to split the Hamiltonian in groups of Fourier 
terms of different smallness, taking into account a basic property of analytic 
Hamiltonian functions, namely the exponential decay of Fourier coefficients with 
increasing Fourier order |fc|. For the moment, however, let us assume that such a 
splitting has been accomplished. Under the book-keeping (104), we now observe 
that only a finite number of harmonics are to be eliminated in every normaliza
tion step. For example, instead of the generating function of Eq. (101), such a 
book-keeping would result in a generating function of the form:

v- Hyk(I) exp(¿k • </))
■ (105) 

ke (group l),k^M

Ii, > 0 and Ii, > 0, and a ball Be, of radius 8 around A*, A*. Then, all lines of the form 
Ii = gli, with

Mh. - 8)VIf + If - < < MIi»+8/Vlf+If-82
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It follows that generating functions of the form (105) can now be defined in open 
sets of the action space. A set of this form results from excluding, from an initial 
open domain W, a finite number of resonant manifolds corresponding to those 
wavevectors k in Eq.(103) which i) belong to the group 1 and ii) cross W. In 
practice, we exclude also some neighborhoods of the above manifolds, in order 
to avoid non-zero, but extremely small divisors in the series. But even after such 
an exclusion, we are left with an open set where all definitions are possible.

It has been stated that the easiest way to perform the splitting of Fourier 
terms in groups of different smallness stems from Fourier theorem, namely the 
fact that the Fourier coefficients of an analytic function decay exponentially with 
increasing Fourier order |fc|. To this we now turn our attention.

3.2. Exponential decay of the Fourier coefficients

It is well known that the convergence properties of a series representing a certain 
function / are determined by the location and structure of the singularities of / 
in a complex domain of its arguments. For example, consider the series expansion 
of the function f (t) = 1/(1 + x2) around xq = 0:

fix) = —— = 1 — x2 + x4 — x6 + ..., x E R (106) 
1 + x¿

Applying, e.g., D’Alembert’s criterion, it follows that the interval of convergence 
of the series (106) in the real axis around xq = 0 is given by |t| < 1, despite 
the fact that / can be defined for all x E R. This is because the domain of 
convergence of a series like (106) is defined by the position of singularities of 
the represented function / in the complex plane x E C. In our example, / has 
poles at x = ±i, thus there is a disc of convergence around xq = 0 with radius 
R = \i — tq| = 1^ — 0| = 1. This disc contains the interval — 1 < x < 1 of the 
real axis, and this determines the restriction of the domain of convergence of the 
series (106) for real values of x.

Consider, now, the function

m,^) = ———- . (io?) 
3 + COS (pl + COS <P2

Clearly, F has no poles on the real torus [0,2tt) x [0,2tt). However, if </i and 
/>2 are considered to be complex valued quantities, <j)j = <j>yR + i$jj, j = 1,2, 
fixing any two values of <j>yR and <j>2,R we have a singularity at any solution for 
(</ij, />2,z) of the set of equations

COS <j>yR cosh (j)ij + COS />2,ñ cosh 02,7? + 3 = 0

sin <j>yR sinh <j>ij + sin c^r sinh c^r = 0 .

The closest singularity to the real 2-torus is found if we set <j>yR = <j>2,R = "■ 
and cosh(0ij) = cosh(02j) = 3/2, or <j>ij = ±02,7 = ++ where cosh(o-) = 3/2, 
or

a = 0.962424...
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How will the above singularity be manifested in a series representing F^y, <^2)? 
We first note that since (</>i, G2) are angular variables, the series representation 
associated with F is a Fourier series

1 00 00

x-------——------ — = hk^exp^k^^k^ct)^ (108)
3 + COS 01 + COS 02 "^ "^

A?i=—00 k‘2=—oo

where the coefficients h^^ are given by

_ 1 i27r f2T exp ( - i(ki<h + k2<h^
hki,k2 — , 2 / / Qi Ai A (109)Jo Jo 3 + cos 0i + cos g2

and satisfy the relation h^^ = h_k1-k2 by virtue of the even parity of F with
respect to both angles 0i and 02- Due to the position of the closest singularity,
this series cannot be absolutely convergent beyond a so-called complexified torus 
domain given by

TCT = ^ G C : Re^ G [0, 2tt), Im^ G (—u, u) } (110)

with ct = 0.962424.... But now, suppose that we assign 0i and <¡>2 with the 
imaginary values J)y = J)^ = ~<y for some positive u < ct. Then, considering, 
without loss of generality, only the subsequence of all positive wavenumbers 
ki, k^ in the series (108), this subsequence is bounded by the majoring series

oo52 \hk,>2\e^k^ • 
fci>0,fca>0

This series should be absolutely convergent for all u < ct. However, this is only 
possible if the coefficients \hki,k21 are bounded by an exponentially decaying 
function of |fc| = ki + k2- This is indeed the case, as proven by the so-called 
Fourier theorem on analytic functions (see, for example, Pinsky (2002)), which 
states that for all o7 < ct one has:

\hkl,k.2\ < ACT,e-<T'W, for HCT, = sup|F(^i,^>2)| • (Hl)

Thus, choosing any value of ct* in the interval u < a* < a provides an exponen
tially decaying bound on the size of the coefficients \hki,k2|.

In practice, we find optimal bounds if we set ct' to values very close to 
ct . Figure 9 shows the exponential decay of the coefficients hk1,k2 defined by 
Eq.(109). The coefficients are computed using the equations

_ -^ (-l)2»(2n)!
kl>" " ¿^¿^ 22"32»+1(|fcl|+j-)!J-!(|fe2|+n-j-^)!(n-j-^)!

with N = bitód if \^\ + |fe2| even (112)

_ ^ ^_________________(-Ij^+^nH-l)!_________________
kl,k2 "5^ Z_^ 22n+132n+2(|fci| + J)Ij!(Iâ?2I + n — j — Nyjn — j — TV)!

with N = btóihl if \kT\ + |fe2| odd
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Figure 9. The logarithm of the absolute value of all coefficients h^^ given 
by Eq.(109) as a function of the Fourier order |fc| = |7'i| + \k^\. The straight 
line corresponds to an upper bound law of the form (114), with A = 0.4, and 
cr = 0.96.

which follow directly after computing the Taylor expansion

1
3 T x

1 X X2
3 ” 9 + 27 (113)

and substituting x by cos <j>i +cos <j>2- In Fig.9, the value of every coefficient hki,k2 
is computed approximately, by truncating the corresponding sum in Eq. (112) up 
to the order n = |Aq| + | &21 + 20. The upper bound for the size of all coefficients 
is given by a straight line in Fig.9, which corresponds to the exponential law

IM < Hexp(-|A;|cr) (114)

where, c, now, denotes a numerical value set slightly below the value of the 
singularity, namely a = 0.96, while A = 0.4.

The property of the exponential decay of Fourier coefficients provides the 
basis for a splitting of the Fourier harmonics of a Hamiltonian function in groups 
of different orders of smallness, i.e., for implementing a book-keeping of the form 
suggested in Eq.(104). In fact, based on Eq.(114), for any positive integer K', 
we can define the following groups of terms, of different smallness, according to 
the Fourier order |k| of each term (see Giorgilli 2002, p.90-91, for details):

terms of order 0 < |k| < K'

terms of order K' < |k| < 2K'

terms of order 2K' < |k| < 3K'

smallness = O ^A(e A °")°j 

smallness = O ^Á(e-A c")1^ 

smallness = O i^dfe^ ")2
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We observe that the various groups are in ascending powers of the quantity 
e~aK , which can thus be regarded as a natural small quantity appearing in a 
Hamiltonian with exponentially decaying Fourier coefficients.

How to choose K'7 The simplest (and in many aspects optimal, see Giorgilli 
2002) choice is to set K' ^ l/a, implying that the grouping is done in powers of 
the quantity 1/e. An alternative choice is to determine K* so that the ‘natural’ 
(due to the exponential decay) small parameter e-crK' becomes equal to the 
other small parameter of the Hamiltonian (97), i.e. e. We thus require that
-aK'e ~ e, or:

log(e)
(115)

In practice, due to the logarithmic dependence of K' on e, as well as the fact 
discussed already, namely that we have a certain flexibility in defining a book
keeping, we find the following rule for practical normal form computations:

Practical rule for choosing K': set K' constant and equal to an average 
of the values found by Eq. (115) within the range of values of e encountered in 
the particular problem under study.

This leads to the following

Practical rule for book-keeping in Hamiltonians of the form (97):

e(terms of order 0 < |fc| < K'} —> A1 
e(terms of order K' < |fc| < 2 A'') —> A2 
e(terms of order 2 A'' < |fc| < 3A'Z) —> A3

(116)

Further implications arise by the fact that the Fourier coefficients of a Hamil
tonian expansion usually exhibit explicit dependence on the action variables of 
the problem under study. However, it is possible to see that this dependence 
takes place via rules which essentially allow to reproduce a book-keeping of the 
form (116) with a small modification, examples of which are given below.

3.3. Application 1: Width of resonances in a simple model
As an application of the book-keeping rules discussed in subsection 3.2, we con
sider now a simple Hamiltonian system of two degrees of freedom, depending on 
a small parameter e, in which an appropriate form of resonant normal form the
ory yields the size of the islands of stability corresponding to various resonances, 
for small enough values of e.

We consider the Hamiltonian function

The Hamiltonian (117) is a 2D variant of a 3D Hamiltonian model introduced 
in Froeschlé et al. (2000) and used in subsequent studies of diffusion in the 
so-called Arnold web in the weakly chaotic regime (see section 4).
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The Hamiltonian flow under the unperturbed part of the Hamiltonian, i.e. 
Hq, is quite simple: we have It = 0, or It = const., and <j>i = It = uj^, i = 1,2. 
Thus, both actions li, i = 1,2 are integrals of the flow of Hq, corresponding to 
motions under constant frequencies jú¡ = /,.

(b) e=0.02

Figure 10. Phase portraits (surfaces of section (^>i,Zi) for modÇ<j>2, 2tt) = 0, 
<(>2 > 0), in the Hamiltonian model (117), for the energy E = 1, and (a) e = 0, 
(b) e = 0.02, (c) e = 0.05, and (d) e = 0.09.

(d) e=0.09
Vi

As in Fig.l, we will use a surface of section, defined by the condition 
^modiir = 0, (f>2 > 0, to provide phase portraits of the dynamics of the sys
tem (117) for various values of e. Figure 10a corresponds to the motion in 
the unperturbed case e = 0, for a constant energy H = E = 1. Since, for 
e = 0 the actions remain constant in time for any pair of initial conditions 
(11(0),/2(D)) = (Zi*,Z2*), the surface of section (<(>1, Zi) (Fig.10a) yields a set of 
straight lines Zi = Zi*, representing the intersection, with the surface of section, 
of a foliation of invariant tori of the system under study.



Canonical perturbation theory 79

The set of all invariant tori of Fig. 10a can be divided in two distinct sets, of 
so-called non-resonant, or resonant tori. A non-resonant torus is one for which 
the frequencies (wi*,W2*) = (A*, ^2*) satisfy no commensurability relation, i.e 
no relation of the form:

kiwi* + k2u)2* = 0, (fci,fe2)GZ, \k\ = ¡fexl + |fc2| ^ 0 . (118)

Conversely, if (118) is satisfied for some integer vector (ki,k2^, the torus is 
called resonant. In the surface of section of Fig. 10a, any initial condition on a 
resonant torus yields a distinct set of points along the corresponding straight 
line of Fig. 10a. For example, in the case of the resonance

2wi* — W2* = 2Zi* — I2* = 0

we have </>i — </>i(0) = wi*t = (l/2)w2*t = (l/2)(<(>2 — <(>2(0)). Thus, whenever 
<j>2 completes two periodic circles, <j>i completes one full circle, returning to the 
initial condition </>i(0). Thus, in the surface of section we obtain two distinct 
points along the straight line Ii = Ii*, i.e. one point for each of the two periodic 
circles of <¡>2- After completion of the second circle, the motion is repeated 
periodically, thus yielding always a repetition of the same two consequents in 
the surface of section. This is called a periodic orbit of multiplicity two.

On the other hand, if the actions E*, I2* are chosen so that the associated 
frequencies wi*, W2* satisfy no commensurability relation of the form (118), the 
associated non-resonant torus in Fig.10a is filled densely by the consequents of 
a single orbit produced by taking any initial condition on the torus.

For a fixed energy (e.g. E = 1, as in Fig.10), we can find precisely the values 
of Ii* for which the motion is on a resonant torus, by solving simultaneously the 
equations

r2 1 r2
kih* + k2h* = 0, 2* = E

for any pair of integers (ki, Z2) with |Zi| + |Z’2| ^ 0. The positive solutions for 
I* are given by:

h* = 0 if k2 = 0
2E

Zi* = ------rr if ^’2^0 . (119)

Eq.(119) can be used to find approximately the position of resonances also 
if e 7^ 0, but small. The evolution of the phase portrait with increasing e is 
shown in Fig. 10. These portraits exemplify the well known phenomenon of 
transition to large scale chaos via the mechanism of resonance overlap. Namely, 
we see that, as e increases, various resonant zones containing islands of stability 
occupy a larger and larger part of the phase space. For e small, however, nearly 
every island chain appears delimited by a thin separatrix-like border, which is 
delimited, in turn, by two rotational tori, one below and one above the resonance. 
Nevertheless, beyond some critical e (see below) the size of some resonant zones 
becomes so great that the zones start overlapping, thus forming an extended 
chaotic domain. In Fig.10, the first resonances to overlap as e increases are
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those closer to the Ii = 0 axis. In fact, as e increases, the formation of the 
chaotic domain due to resonance overlapping appears to progress from the lower 
part of the phase portrait upwards.

We describe now the main steps of construction of a resonant normal form 
enabling us to explain some of the above features of the phase portraits of Fig.10. 
We are interested, in particular, in: i) estimating by analytical means the size 
of the resonant zones, or, the so-called separatrix width, for various islands of 
Fig.10, and ii) making estimates about the critical value of e where we have the 
onset the resonance overlapping regime leading to the appearance of extended 
chaos in Fig. 10.

Let us start with the example of an important resonance appearing in the 
phase portraits of Figs. 10b,c for values of ft roughly in the interval 0.50 < 
ft < 0.60. This resonance corresponds to the choice k^ = 2, and k^ = — 1 
(otherwise called a ‘2:1 resonance’) 34. In the phase portraits of Figs.10b,c, we 
see the formation of two islands of stability within the corresponding resonant 
zone (one of the islands appears broken due to the modulo 2tt evaluation of the 
angle ftf

34Use is made here of the same notation as in subsection 2.9. Namely, the superscript (1) means 
‘the first resonance condition’. Similarly to subsection 2.9, in the present case as well the use 
of the superscript (1) to enumerate a resonant vector is rather redundant, since in two degrees 
of freedom there can be no more than one linearly independent resonance conditions. However, 
this notation is consistent and actually allows one to more easily follow the analysis of resonant 
dynamics in the next section, where we pass from examining systems of two degrees of freedom 
to examining systems of three degrees of freedom

As explained already, for e = 0 we have no islands but simply a resonant 
torus (straight line in Fig.10a) corresponding to the 2:1 resonance. The associ
ated action value ft* is found via Eq.(119), for E = 1, while the value of ft* is 
found by the equation k^ ft* + k^ft* = 0, for (k^, k^) = (2, — 1). We find

ft* = 0.632456, ft* = 1.264912 . (120)

For e ^ 0 but relatively small (Fig.lOb, e = 0.02), we observe that the whole 
resonant zone moves downwards, although it remains relatively close to the value 
of ft* given by Eq.(120). Furthermore, as e increases, the width of the resonant 
zone increases also. By numerical calculations we find that this tendency is 
maintained up to a value of e ~ 0.06. However, for higher values of e the size of 
the 2:1 islands starts decreasing, and at e = 0.09 (Fig.lOd), the 2:1 island chain 
disappears all together.

The implementation of resonant normal form theory allows to interpret 
these phenomena, both qualitatively and quantitatively. The construction of 
a resonant normal form is done in nearly the same way as in the example ex
amined in subsection 2.9, the main difference being in the book-keeping of the 
Hamiltonian, which in the present case follows the practical rules developed in 
subsection 3.2. We have the following steps:

Shift, of center and expansion of the Hamiltonian (111) in the action variables 
with respect to the values ft*, ft*. This is analogous to the expansion of the 
Hamiltonian (3) around a resonant value p*. In the present case, we introduce
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the canonical transformation:

II — II* + 7(, I2 — I2* + I2 (121)
Substituting (121) into (117), dropping a constant term, and substituting the 
numerical values of Eq.(119), the Hamiltonian takes the form:

j/2 1 p2
H(0i, <t>2,11J^ = 0.6324567( + 1.2649127^ + 1 2

e (1.36228 + 4.794737( - 4.324567^ + 1^ + 27(7( - 37(2) 
3 + COS </>l + COS <j)2

Action rescaling: In subsection 2.9 it was shown that the separatrix width of 
a resonance scales proportionally to e1/2. As shown below, this is a generic 
property, maintained also in systems of the form (97). Such a property can be 
‘a priori’ taken into account in the normalization algorithm by introducing a 
scaling transformation 7(, 7( —> Ji, J2 defined by:

Ji = e1/2I', ¿ = 1,2 (123)

The transformation (123) is not canonical. However, it is straightforward to 
check that if we substitute (123) in the Hamiltonian (122), the equations of mo
tion take the correct form in the new variables (<j), J) under a new Hamiltonian, 
given by:

H'^J^e^H^J) . (124)
In the case of the Hamiltonian (122) we find:

t2 i j2
H'^,^, Ji, J2I = 0.632456J1 + 1.264912J2 + e1/2 1 2 (125)

e1/2 (1.36228 + e1/2(4.79473Ji - 4.32456J2) + e^ + 2 ^ J2 - 3J22)^

3 + COS </>l + COS <j)2

A careful inspection of the new Hamiltonian (125) shows an essential fea
ture: the fact that the terms quadratic in the actions are of order at least 
C^e1/2) allows us to use only linear terms in the kernel of the homological equa
tions computed at subsequent steps. This is analogous to the introduction of 
the book-keeping factor A in front of the term I2 J‘I in the example of subsection 
2.3 (Eq.(24)). '

Book-keeping: In the Hamiltonian (125) all terms (apart from the first two linear 
in the actions) are multiplied by some power of the quantity e1/2. Thus, in order 
to split the terms in the Fourier series of (125) in groups of different orders of 
smallness compatible with powers of the quantity e1/2, we use Eq.(115), but with 
e1/2 instead of e, i.e. we set

log(e^)"
<j

(126)
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with a = 0.96. The mean value of K' when, as in Fig. 10, e is varied in the 
interval 0.01 < e < 0.1, is K' = 2. Finally, we implement the book-keeping 
rule of Eq.(116), again with e1/2 instead of e. In fact, since in (125) we have 
the appearance of terms with factors depending explicitly on a power of e1/2, 
the book-keeping rule (116) is supplemented by the requirement to introduce 
an additional factor Xp in front of any of the terms in Eq.(125) which appears 
multiplied by some factor (e1/2)13.

+ 3 + COS </>l + COS (j)2

j2 i t2
0.632456Ji + 1.264912J2 + Ae1/2 1 2

+ Ae1/2 (1.36228 + Ae1/2 (4.79473Ji - 4.32456J2) + A2e(J^ + 2Ji J2 - 3J22)^

OO OO Illi
2 v A1 k7 7hkl,k2exp (i(ki4>i + k24)2^ (127)

ki=—oo k%= —oo

with h^^ given by (109), and K' = 2.
Computing the Fourier coefficients as in Eqs.(112), the Hamiltonian up to 

Fourier order 5 reads:

t2 i t2
H'^,^, Ji, J2) = 0.632456Ji + 1.264912J2 + Ae1/2 1 2 2

+ Ae1/2 (1.36228 + Ae1/2(4.79473Ji - 4.32456J2) + A2e(J^ + 2Ji J2 - 3J22)

x 0.384023 - 0.0760351(6^ + e^1 + e’^2 + e-^2)

+0.016008A(e2^1 + e-2^1 + e2i^2 +e-2^2)
+0.0280895A(e^1+^2 + e~^1+^2 +e^1^2 +e-^i-^2)
-0.00354632A(e3^1 + e-3^1 + e3i^2 + e-3^2)
—0 00823336A(e’'^1+2*^2 I e-’'^i+2’'^2 । e’2i-2¿^2 । e-?2i-2j^2

+0.000817397A2(e4^1 + e-4^1 + e4’^2 +e-4^2)

In summary:

t2 i t2
H'^fo, J1, J^ = 0.632456J1 + 1.264912J2 + Ae1/2^^

Ae1/2 (1.36228 + Ae1/2(4.79473Ji - 4.32456J2) + A2e(Jx2 + 2Ji J2 - 3J22)^

(128)
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g-3+i++2 _|_ g3+i-+2 _|_g~3+i-+2)

+0 00222626A2(e’^1+3’^2 I e~*A+3+2 । e+i~3+2 । g~+i~3+2 

_|_g3+l++2 ।

+0.00307641A2(e2i^1+2^2 + e~2iA+2+2 _|_ ^i^-^i^ _|_ g-2+i-2+2

-0.000194075A2(e5^1 + W5^1 + ebi^ + W5^2)
-0.000581994A2(e^1+4^2 + e~^1+4^2 +e^1”4^2 + e~¿A-4+2

_|_g4+l++2 _|_ g —4+i++2 _|_ g4?+l—+2 _|_ e-4+!-+2

—0 000995866A2(e2’^1+3’^2 I e-2+i+3+2 । e2+i-3+2 । g-2+1-3+2

_|_e-3+i+2+2 I g-3+i+2+2 I g-3+i-2+2 I g-3+i-2+2\ _|_

Hamiltonian normalization. We now implement the usual resonant normal 
form procedure, in precisely the same way as in subsection 2.9. The resonant 
module is:

Al = {fc such that k • m = 0}, where m = (1, 2) . (129)

We give below the form of the generating functions yi and X2 arising in the 
first two normalization steps:

Xi = Xi 0.163776e1/2(e^1 - W^1) + 0.0818879e1/2(e^2 - e^2)

X2 = A2¿ - 0.0172402e1/2(e2^1 - W2^1) - 0.0086201e1/2(e2^2 - W2^2)

TO-GeOdCSSe1/2^^1-^2) - e^1^) - 0.0201678€1/2(e^1+<^2) - e~^1+^2)) 

+0.0025462e1/2(e3^1 - W3^1) + 0.0012731e1/2(e3^2 - W3^2) 

+0.0035468e1/2(ei(^1+2^2) -e^^2^-0.00591^^

+0.0044336e1/2(ei(2^1+^2)-e_i(2^1+^2))+(0.317480Ji-0.519907J2)e(e^1-e_^1)

+(0.288216Ji - 0.324691 J2)e(e^2 - e”^2) .

After two normalization steps, the Hamiltonian reads (omitting a constant)

H^ = 0.632456J1 + 1.264912J2 + A0.5e1/2(J12 + J^

+A2 1.84129eJi-1.66073eJ2-0.011216e1/2(eiWi-A)+g-«(2+-+)) +o(A3) .

In order to give H^ the usual ‘pendulum’ form, we pass, again as in subsec
tion 2.9, to resonant variables (<J)r, Jr), introducing also a pair of ‘fast’ canonical 
variables ^f, JfY The fast angle will be ignorable, implying that Jf is a second
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integral of the normal form flow. The transformation from the original to reso
nant variables is exactly the same as in Eq.(70) (with Ji in the place of 1^, and J2 
in the place of Z), setting k^ = (2, — 1) and m = (1, 2). We find Ji = 2 Jr + Jp, 
J2 = — Jr + 2JF, and 4>r = 2<^>i — <(>2. Substituting these expressions to H^\ 
transforming back to trigonometric functions, and setting A = 1, we find the 
following expression of the resonant normal form in the variables (^, Jr, Jf) 
(apart from constant terms):

Zres = 3.16228JF + 2.561/2 JF
+ e1/2 (2.5 Jj - 0.022432 cos <fR

+ e(5.34331 Jr - 1.48017JF) .

(130)

Eq.(130) clearly shows that, neglecting terms of order e or higher, the res
onant normal form takes the form of a pendulum Hamiltonian. This, in turn, 
can be used to estimate the size of the 2:1 islands by computing the separatrix 
half-width of the associated pendulum. Neglecting terms of order e, from the sec
ond line of Eq. (130) we can estimate the separatrix half-width using the same 
method as in subsection 2.9. We find:

. /2 - 0.022432AJr = J----------------~ 0.134
V 2.5

Since Ji = 2Jr + Jf, and taking into account that Jp is an integral of the Hamil
tonian (130) and hence exhibits no variations along the resonance separatrix, we 
have AJi = 2AJr ~ 0.268. Finally, passing back to the original variable E 
before the re-scaling of Eq.(123), we have

AZi = AZ( ~ 0.268e1/2 . (132)

We recover here the well known result that the separatrix half-width scales 
proportionally to e1/2. It should be noted that all the above estimates refer 
to the new canonical variables, obtained after the Lie transformations with the 
generating functions yi and X'2- However, these estimates remain precise when 
transforming back to the old variables, since the corrections induced by such 
transformation can be only of higher order, i.e. O(e). In fact, for e = 0.02, 
e = 0.05, or e = 0.09 we find AR ~ 0.038, AR ~ 0.06 and AR ~ 0.08 
respectively. The first two of these values compare quite well with the size of 
the 2:1 island as found in the corresponding phase portraits of Figs.10b and c 
respectively. However, in Fig.lOd it appears that the 2:1 island chain has been 
destructed. This is due to the resonance overlap mechanism examined below.

Another relevant phenomenon that can be predicted by the above resonant 
theory concerns the shift, downwards, of the position of the stable periodic orbit 
at the center of the 2:1 islands of stability, as e increases. Considering, for 
definiteness, the island intersecting the axis <E = 0, in Fig. 10 we see that the 
vertical position of the central periodic orbit, which, for e = 0 corresponds to the 
value Zi = Zi* = 0.632456 has shifted to Zi ~ 0.57 for e = 0.02, and Zi ~ 0.53 
for e = 0.05. This downward shift can be predicted theoretically as follows. 
From Eq. (130), the position of the stable periodic orbit in the surface of section
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corresponds to 0i = 0, 02 = 0, as well as to the value Jr = Jrq for which the 
condition

dZres _  
"ãj^ "

is satisfied. We find
Jro = -1.06866e1/2 + ... (133)

On the other hand, in evaluating the resonant normal form, we have started 
from the Hamiltonian (122), which originates from the original Hamiltonian 
(117) after dropping a constant term equal to (7^ + 12^/2. However, E* and 
1-2* themselves are chosen so that E = \lf 4-1^/2, where E is the numerical 
value of the energy. Thus, for the numerical value of Zres we have

1 / C 4. C \E7 =----- ( E-----WZ_+± ) = 0
ei/2 2 /

Setting ZTes = 0 in (130), and substituting (133), we find an equation for Jp, 
whose solution Jp = Jpo can be given in form of series in powers of e1/2. We 
find

Jpo = 0.007e1/2 + ... (134)

We finally have
Jio=2Jm + 7FO--2.13e1/2 + ... (135)

Passing back to the non-scaled variable Ii = Ii* + e1/2Ji, we find

/,o ~ 0.63 - 2.136 + ... (136)

It should be noted, again, that these values refer to the new canonical variables, 
after the transformation by the generating functions yi and X2- However, only 
a small change (of order O(e3/2)) takes place by passing back from (136) to the 
corresponding equation for the old variable Lp In fact, if we set e = 0.02, or 
e = 0.05 in Eq.(136) we find Iio = 0.59 and Iio = 0.52 respectively, in good 
agreement with the numerical values.

On the other hand, for e = 0.09 we have Iio = 0.44. However, we will see 
that at this perturbation level, the resonance overlapping mechanism is effective, 
thus significantly altering all estimates based on a resonant normal form theory 
of the above form. To this we now turn our attention.

Resonance overlapping criterion. The resonance overlapping mecha
nism (Contopoulos (1966), Rosenbluth et al. (1966), Chirikov (1979)) stems 
from the following remark: we observe (e.g. via Eq. (136)) that the position of 
a stable periodic orbit changes, as a function of e by a O(e) quantity, while the 
size of the associated islands of stability increases as a function of e by a much 
larger, i.e. Ofc1/2), quantity. Thus, if we consider the resonant zones around two 
different periodic orbits, there is a critical e beyond which the zones necessarily 
overlap. However, the interaction of two or more resonances introduces chaos. 
Thus, by using the resonance overlapping criterion we can estimate the value of 
the perturbation e beyond which we have the onset of a substantial degree of 
chaos in the system.
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In the case of the system (117), we can invoke the resonance overlapping 
criterion in order to estimate the value of e at which the chaotic domain in the 
lower part of the surfaces of section of Fig.10 extends up to covering the 2:1 
resonance. To this end, we note first that the most important island in the 
lower part of Figs. 10b,c,d corresponds to the resonance wi* = Ii* = 0. For that 
resonance, the resonant wave-vector is k^ = (1,0), implying m = (0,1).The 
value of 1-2* is given by I2* = V2E.

In order to estimate the size of the island formed by this resonance, we 
implement again resonant normal form theory by exactly the same steps as in 
the case of the 2:1 resonance, using, however, the parameters stated above for the 
1:0 resonance. 35 The reader is invited to accomplish him/herself all necessary 
calculations, which, in the present case, are sufficient to carry on up to order 
O(A). We give the final result. The generating function XT is given by:

35This is also called an ‘adiabatic’ resonance, since one of the frequencies is zero, or, in higher 
order approximation, very close to zero.

XT = A0.116754ie1/2(e^2 - e”^2)

while the Hamiltonian H^ = exp LX1H^ is given by (apart from constants):

H^ = 1.41421 J2 + Ae1/2 0.5(7/ + J^ + 0.16511(6^ + e^1) + O(A2)

The variables (</i,7i) form a pair of resonant canonical variables. Following 
the same procedure as in the case of the 2:1 resonance, we find the separatrix 
half-width, which, in the present case, is given by

Mi ~ 1.15e1/2 (137)

For e = 0.02 or e = 0.05 we find AZi ~ 0.16, and AZi ~ 0.26 respectively, which 
are, again, in good agreement with the corresponding island sizes estimated 
numerically in Figs. 10b,c.

The position of the stable periodic orbit in this approximation is at Z10 = 0.
We can now implement the resonance overlap criterion: we estimate that 

an extended chaotic domain is formed between the two resonances at values of 
e beyond the value at which the sum of the half-widths of the two resonances 
becomes equal to the separation between the two central periodic orbits. This 
corresponds to the value of e at which the theoretical separatrices of the two 
resonances become tangent one to the other.

In our example, in view of Eq.(136), the separation Mper between the two 
periodic orbits 2:1 and 1:0 is equal to the position of the 2:1 periodic orbit itself, 
i.e.

Mper = 0.63 - 2.13e
Setting this equal to the sum of the two separatrix half-widths (Eqs.(132) and 
(137) respectively), we arrive at the equation defining the critical e for the over
lapping of the two resonances, namely:

0.63 —2.13ec~ 1.42ey2 (138)
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The smallest root is ec = 0.09. In fact, this value is an overestimate of the 
critical value for resonance overlapping, since, for e = 0.09 (Fig.lOd), the 2:1 
island chain has already disappeared. This overestimation is due to the fact 
that we neglected the effect of all other resonances between 2:1 and 1:0, i.e. 
the resonances 3:1, 4:1, etc. More accurate estimates are found by taking these 
resonances into account. However, even with a simple calculation based on the 
overlapping of the most conspicuous resonances, we are lead to a relevant and 
useful theoretical estimate for the critical value ec.

3.4. Kolmogorov normal form in analytic Hamiltonian functions

In subsection 2.8 we discussed the implementation of Kolmogorov’s algorithm 
used in proofs of the KAM theorem, in the case of a simple Hamiltonian model 
like (3). In the present subsection, we give the general form of Kolmogorov’s 
algorithm for Hamiltonian systems of the form (97) for which the following con
ditions hold:

i) The Hamiltonian is analytic in a complexified domain of the action - angle 
variables, and

ii) The determinant of the Hessian matrix of the ‘unperturbed part’ Hq is 
different from zero.

As an application, we compute the Kolmogorov normal form in the example 
of the Hamiltonian (117). We emphasize again the practical aspects of the con
struction of the Kolmogorov normal form, and in particular the way by which 
we introduce book-keeping in order to properly take into account the size of the 
various terms appearing in the Fourier expansion of the Hamiltonian.

The general algorithm of construction of the Kolmogorov normal form 
can be stated as follows:

Step 1: torus fixing. In a Hamiltonian of the form:

H(<M^ = Mn+eHMM

analytic in all its arguments, where (</>, 7) are n-dimensional action-angle vari
ables, we fix a frequency vector uj* = (wi*,..., wn*) such that the frequencies 
wi*, ..., u)n* satisfy no commensurability relation. Then, we compute the ac
tions I* for which w* = VHq(I*\

Step 2: shift of center. We define new action variables J = (Ji, J2, • • •, «7n) 
by the ‘shift’ transformation I = 7* + J. We substitute in the Hamiltonian, 
and expand around 7*. We perform the book-keeping rule (116), with K' given 
by the rule of Eq.(115). Then, the Hamiltonian takes the form (apart from a



88 C. Efthymiopoulos

constant): 36

36Once again, the reader is invited not to be discouraged by the apparent complexity of the 
formulae below. In in simple words: Hg must be decomposed in three parts: i) linear in J, 
ii) quadratic in J, and iii) all the rest. Also, after performing the book-keeping, all Fourier 
coefficients of Hi must be decomposed also in three parts, namely: i) terms independent of the 
actions, ii) terms linear in the actions, and iii) all the rest.

H^ = ^ • J + I (J • M • JT) + H>2(J)

oo+ E A* E (h™y, i.VM + U^ I.) ■ jV^ + h®^. i„jV^
8=1 kÇ^Gs

where:
i) M is the n x n Hessian matrix of Hq computed at I*

13 " 9W3 ‘

ii) Hq2 is a series in powers of the action variables J, starting with terms 
of degree 3.

iii) Gs means the set of wavevectors whose associated Fourier terms should 
be book-kept at the order s according to the chosen book-keeping rules.

iv) ^°¿0(e, I*) are constants given as functions of the (also constant) indi
cated arguments.

v) h^k 1(e, I*) are n-component constant vectors, depending on the indicated 
arguments. The notation ( • ) means inner product.

vi) I*, J) are functions of the actions (and of the other indicated
arguments), given as polynomial series which contain terms of degree 2 or higher 
in the actions.

Step 3: recursive normalization algorithm. Suppose r normalization steps 
have been accomplished. The Hamiltonian has the form:

H^ = y, ■-I+ ^U ■ M ■ J1^ + H>2(J)

+XZM J- e) + ^X2ZM J; e) + ... + XrZM J\ <0
OO

+ E VE k^*0*^**0'^ 
s=r+l fceGs

where the functions Z¿, z = 1,... ,r are in Kolmogorov normal form, i.e. their 
dependence on the actions is in terms of degree 2 or higher. Then:

Substep 3.1: eliminate the O(Ar+1) terms depending on the angles and inde
pendent of the actions. To this end, define Xr+i,o by solving the homological 
equation:

{^ • J, Xr+I,o} + Ar+1 52 h^lik>, 1^ = 0
keGr+i,\k\^0
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and compute
H^1* = exp(LXr+1

The Hamiltonian takes the form

H^1’^ = ^ . j + I (j . M . jT^ + h>2( j)

+XZ^, J- e) + A2Z2(^>, J; e) + ... + ArZr(^>, J; e)

+Y+1 £ Ç$h^>J^

keGr+i '

+ E A‘E
s—r+2 keGa

(híto°He, 1^ + (^fc+í’0)(e, Q • J) + h^Hc L, J^ e^"*

Substep 3.2 (frequency fixing): eliminate the O(Ar+1) terms linear in the ac
tions and independent, of the angles. To this end, define xv+i,c by

Xr+i,c = C.fi, C = (M-^h^^e, 1^

and compute
H(r+l,c) = exp(LXT+1fiH^r+1^

The Hamiltonian takes the form

H*'''1^ = ^ • J + j (J • M • JT) + H0>2(J)

+AZ!(^, J- e) + A2Z2(^>, J; e) + ... + XrZ.M J- e)

fceGr+1,|fc|^o
(l'EKik G ' J) + <S&fc '- J) ^*

s—r+2 keGs

(fiiC («.-'.)+X:Cc’ Gi.vJG hfiy (E,i„./)) =»■»

At this step, precisely, use is made of the required property that the Hessian ma
trix M should have a determinant different from zero, i.e. it should be an invert
ible matrix. This is required in order that the vector C = (A/-1)/i^^(e, Z*) 
can be computed. In fact, the generating function xv+i,c has the same prop
erty as encountered in subsection 2.8, namely it is a function linear rather than 
trigonometric in the angles. However, again as in the example of subsection 
2.8, we can see that the linear dependence of Xr+i,c on the angles introduces no 
formal issues in the algorithm, i.e. only terms of trigonometric dependence on 
the angles survive in the transformed Hamiltonian H^r^'cf
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Substep 3.3: eliminate the O(Ar+1) terms linear in the actions and depending 
on the angles. To this end, define xy+iq by solving the homological equation:

M • J, xr+1,1} + Ar+1 £ (h%^ q • jyk^ = 0
keGT+i,\k\^0

and compute
H^ = exp^^H^1^ .

The hamiltonian takes the form

H^ = ^ • J + I (J • M • JT) + H>2(Jj

+AZi(^, J^ e) + A^^^t J"; 6) + ... + XT^Z-p-^-v^i J>€)
oo

+ E v E i^Sc^^) + (^(e, i*vjh ^
s—r+2 k^Ga

i.e. it has been brought in Kolmogorov normal form up to terms of order 
O(Ar+1). This completes one full step of the recursive algorithm of compu
tation of the Kolmogorov normal form.

Example: We will construct the Kolmogorov normal form in the case of the 
Hamiltonian system (117), for a torus located in between the resonances consid
ered in subsection 2.3, namely for the frequency ratio u)\*fu)2* = 7i*/^2* = 9 = 
I/72, where 7 = (V5 + l)/2. To this end, we implement the steps of the general 
algorithm exposed above as follows:

Torus fixing: We have q = 0.381966, where q = K*,!^*. Setting (for e = 0) 
E = Hq, we find I2* = ^2^/(1 + q2f Hence, for E = 1, we have ft* = 0.504623, 
and ft* = 1.32112. ' '

Shift of center: We set

ft = ft* + Jii ft = ft* + ft • (139)

Substituting (139) into (117), and omitting a constant, the Hamiltonian takes 
the form:

H = 0.504623J1 + 1.32112J2 + 1 2

( 0.49877 + 4.65148Ji - 4.91747J2 + + U1J2 -
+e -----------------------------------------------------¿-------------------- -  •\ 3 + COS fil + COS <j>2 /

Following now the general book-keeping rule of Eq.(116), we compute a constant 
K' from the average of Eq. (115) in the considered range of values of e. Within 
the interval 0.01 < e < 0.1, we find K' = 3.

In summary:
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12 i t2
H^VK h, Ji, ^2) = 0.504623J1 + 1.32112J2 + 1 2 

+ Ae ^0.49877 + 4.65148Ji - 4.91747J2 + Ji + 2Ji J2 - 3J22 

x 0.384023 - 0.0760351(6^ + e^ + C*2 + e~^2)

+0.016008(e2^1 + e-2^1 + e2^2 + e-2^2)
+0.0280895(e^1+^2 + e~^1+^2 + e^1-^2 + e^1^2)
-0.00354632A(e3^1 + e-3^1 + e^*2 + e-3^2)
-0.00823336A(e^1+2^2 + e-^i+2^2 +e^i-2^2 +e-^-2^2

+e2^+^2 + e 
+0.000817397A(eW1 + e

-2+i++2

-4i4 i 4zçi2

+0.00222626A(e^1+3^2 + e~^1+3^2
_|_e3+i++2 i e~3+i++2 ।

,2i<j)i-i<j).2 _|_ e-2i<j)i-i<j)2 )

+ e^2)

i ++—3+2 i p-+i-3+2

(140)

,3+i-+2 _|_ e~3+i-+2 )

+0.00307641A(e2’^1+2^2 + e^Ni+^t^ _|_ e2?+i-2+2 _|_ e-2+i-2+2)

-0.000194075A(e5^1 + e-5^1 + e5’^2
-0.000581994A(e^1+4^2 + e"^1+4^2

_|_g4+i++2 _|_ g-4j<+++2 _|_ e

~5+2)

^i-^^ i -i<f>i-4i<j>2

,41^1-1^2 _|_g-4+i-+2)

—0.000995866A(e2’^1+3’^2 + e-2*^i+3*^2 _|_ e2i<j)i-3i<j)2 _|_ e-2j^i-3j^2

_|_e3«^i+2j<^2 _|_ e-3i^i+2i<^2 _|_ e3¿^1-2¿^2 -3¿^i-2¿^2') _|_

Normalization: We are now ready to perform the first recursive step of the 
normalization algorithm, separated in the three sub-steps. We give the corre
sponding formulae for the generating functions and for the final Hamiltonian 
after the first normalization step. We have:

Xi,o = Aeii 0.0751533(6^ - e^1) + 0.028706(e^2 - e-^2)

-0.0079112(eW1 - e-2^1) - 0.0030218(e2^2 - e-2^2)

-0.0076737(e^1+<k) - e^1^') + 0.0171589(e¿^1-^2) - e^(^1-^2)) .

XljC = Ae(1.78628</>i - 1.88842<^2)

X1J = Xei (0.551942J! - 0.74095^((e^1 - e^1)

+(0.267709Ji - 0.304746J2)(e^2 - e”^2)
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+(-0.058101571 + 0.0779978J2)(eW1 - W2^1) 

+(-0.02818171 + 0.032079872)(e2’^2 - e”2^2) 

+(0.18103871 - 0.19018872)+;Ti ^ - e^1^)

+(-0.067361171 + 0.079859572)(e’;(U++) - e"^1^^

The Hamiltonian, after the first normalization step is given by 

Hw = exp(LXIi) exp(Lxl J exp(Lxl 0)H(0) .

We find:

H^ = Ae 1.78498 + 0.384023712 + 0.7680477172 - 1.15207722

(0.47590772 - 0.893027172 + 0.228105722)(e^1 + W^1)

+(—0.076035172 + 0.1156397172 - 0.0766411722)(e^2 + e^2)

+(—0.10019572 + 0.1880127172 - 0.048024722)(e2^1 + W2^1)

+(0.01600872 - 0.0243467172 + 0.0161356722)(e2^2 + e-2^2)

+(0.20912772 - 0.3150477i72 + 0.10592./^ Ke^'1 ^ + e"^"^))

+(—0.039271672 + 0.06867737172 - 0.00440891722)(e¿^1+<^2) + e-d+++))

We close this subsection with a note on the convergence of the Kolmogorov 
normal form. The accumulation of divisors in the present scheme follows nearly 
the same pattern as exposed in subsection 2.8. In fact, it turns out that the 
accumulation of divisors is the same whether one progresses by normalizing 
according to the quadratic scheme (i.e. in groups of terms O(A), then O(A2), 
O(A3), then O(A4), O(A5), O(A6), O(A7), etc.), or according to a linear scheme 
(Giorgilli and Locatelli 1997). Using the same heuristic notation as in subsection 
2.8, the situation is summarized with the help of a figure (Fig.11). The arrows 
indicate the most important Poisson brackets formed by the generating functions 
XV,o and XV,1 in one example, of, say, the order r = 5. The terms specified on top 
of each arrow indicate the Hamiltonian terms with which the most important 
repetitions of Poisson brackets take place, either by the generating function 
X5,o> or by xs,i- The symbol (X) denotes a path produced by repeated Poisson 
brackets of the generating functions xv,o or x+i> leading to terms that stop 
being normalized at subsequent normalization steps. In fact, this can happen 
for two reasons: i) a repeated Poisson bracket leads eventually to zero new 
terms (this can happen if both functions in a bracket are independent of the 
actions), or it leads to terms depending quadratically on the actions. A careful 
inspection of Fig.11 shows now that the worst possible accumulation of divisors in 
Kolmogorov’s scheme is quadratic. For example, starting from the normalization 
order r = 5 we have an accumulation of the form:

2 42
ÍÍ5 —> CÍ5CÍ10 ~+ 05010^20 ~+ • • •
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Propagation of small divisors

“= ' a5za10

A# A.Ç, C- ztZ
2 ^^* " ~2

^5 «5^1

mJ? C^k.mJ1^ c= í°k>jV™* , x

^^CEk.Je coj^ C¿5k5Je1M _^ ! ^k^Je*”* T jPkl5J^”*
^ \. «5 ' ^ ' ^0

XJ^5^C^k^e*6* ^ X

Figure 11. Propagation of divisors in the Kolmogorov normal form con
struction. Using the heuristic notation introduced in subsections 2.7 and 2.8, 
the figure shows the most important chains of terms produced in the Kol
mogorov series by the repeated Poisson brackets of the generating functions 
Xr,o a^d Xr,i at the normalization order r = 5 (see text for details).

Using the same arguments as in subsection 2.8, we can show that such an ac
cumulation ensures the convergence of the Kolomogorov normal form for suf
ficiently small values of e. This, in turn, proves the existence of an invariant 
torus with the given frequencies for sufficiently small e. In fact, a numerical 
convergence test shows that the convergence in the present example persists up 
to e ~ 0.06. This is about 70% of the maximum perturbation value up to which 
the torus is found to exist by purely numerical means.

4. THREE DEGREES OF FREEDOM: DIFFUSION IN THE 
ARNOLD WEB

In the present section, we consider nearly-integrable Hamiltonian systems of 
three degrees of freedom of the form H = Hq + fH¡. exhibiting a phenomenon 
of diffusion of weakly chaotic orbits in the web or resonances, otherwise called 
Arnold diffusion (Arnold (1964), Arnold and A vez (1968)).

In nearly integrable systems of two degrees of freedom, the presence of two
dimensional invariant tori, whose existence is a consequence of the Kolmogorov - 
Arnold - Moser theorem, poses topological restrictions to the possible excursions 
that a chaotic orbit can undergo within any hypersurface of constant energy 
H = E embedded in the system’s phase space. In fact, in systems of two degrees 
of freedom the maximal dimension of invariant tori is two, while the hyper
surface H = E has dimension three. Thus, in such a hyper-surface the maximal



94 C. Efthymiopoulos

tori do not allow communication between chaotic domains in their interior and 
in their exterior. 37. However, in systems of three degrees of freedom, the 
invariant KAM tori can no longer act as absolute barriers to the communication 
of the various chaotic domains co-existing in the same hyper-surface of constant 
energy. This is because the latter’s dimension (equal to five) exceeds by two 
the maximal dimension of invariant tori (equal to three). The non-existence of 
topological restrictions renders a priori possible, in turn, that a chaotic orbit 
started at a certain point of a constant energy hyper-surface undergoes a long 
excursion, hence visiting (possibly after a quite long time) the neighborhood of 
any other point in a connected chaotic domain within the same hyper-surface. 
This topological possibility exists even if the perturbation e is infinitesimally 
small, and the so-resulting diffusion of chaotic orbits is called Arnold diffusion.

It should be stressed that besides topological arguments, a demonstration 
that the Arnold diffusion really takes place in a concrete system requires estab
lishing the existence of a mechanism of transport of the chaotic orbits within 
the Arnold web (see Lochak (1999) for a detailed discussion of the distinction 
between the terms ‘Arnold diffusion’ and ‘Arnold’s mechanism’). In fact, Arnold 
(1964) gave an example of such mechanism, whose existence, however, is guar
anteed only in a rather special type of Hamiltonian model of three degrees of 
freedom. As shown in subsection 4.5, Arnold’s model shares some common fea
tures with models arising from the implementation of resonant normal form 
theory in systems of three degrees of freedom satisfying some so-called convexity 
conditions (see subsection 4.3 below). However, there is also a crucial difference 
between the two types of models, discussed in subsection 4.5, which renders 
difficult (and non-existent, to date) a generalization of the proof of whether 
Arnold’s mechanism exists in generic Hamiltonian systems of three or more de
grees of freedom (see Simó and Valls (2001), and Mather (2004)).

On the other hand, following some early works in systems of three degrees 
of freedom or 4D symplectic mappings (Froeschlé (1970a,b, 1972), Froeschlé 
and Scheidecker (1973), Tennyson (1982), weakly-chaotic diffusion in the web of 
resonances has been observed numerically in an extended list of works in recent 
years referring to model Hamiltonian systems or mappings. Indicative references 
are: Kaneko and Konishi (1989), Wood et al. (1990), Laskar (1993) Dumas and 
Laskar (1993), Skokos et al. (1997), Efthymiopoulos et al. (1998), Lega et al. 
(2003), Giordano and Cincotta (2004), Froeschlé et al. (2005), Guzzo et al. 
(2005, 2006), Lega et al. (2009, 2010a, 2010b), Cincotta and Giordano (2012), 
Mestre et al. (2012), Mestre (2012), Efthymiopoulos and Harsoula (2012). Also, 
various aspects of the problem of diffusion have been studied in concrete as
tronomical dynamical models, as for example, the motion of asteroids in solar 
system dynamics (e.g. Holman and Murray (1996), Murray and Holman (1997), 
Levison et al. (1997), Nesvorny and Morbidelli (1998), Morbidelli and Nesvorny 
(1999), Marzari et al. (2003), Tsiganis et al. (2005), Cordeiro and Mendes de 
Souza (2005), Cordeiro (2006), Robutel and Gabern (2006), Lhotka et al. (2008),

3' This property is manifested also when considering Poincare surfaces of section. For example, in 
Figs.la,b any chaotic orbit started in a domain surrounded by a closed invariant curve cannot 
find itself in another chaotic domain outside the curve. Thus, two chaotic domains, one in the 
interior and the other in the exterior of the closed KAM curve, do not communicate. Likewise, 
two domains above and below a rotational KAM curve do not communicate.
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Tsiganis (2008, 2010), Cachucho et al. 2010), or the motion along resonances in 
galactic dynamics (e.g. Papaphilippou and Laskar, (1996, 1998), Wachlin and 
Ferraz-Mello (1998), Muzzio et al. (2005), Kalapotharakos and Voglis (2005), 
Cincotta et al. (2006), Aquilano et al. (2007), Valluri et al. (2012)). In fact, 
there is evidence that such a diffusion takes place in systems satisfying a vari
ety of different convexity (or, more generally steepness) conditions, as well as 
conditions of so-called a priori stability (or instability). Thus, not all diffusion 
phenomena appearing in works as the above should be characterized as Arnold 
diffusion. Also, an important comment is in order at this point, regarding the 
slowness of Arnold diffusion, as observed in most numerical experiments. In 
fact, a comparison of the timescale of Arnold diffusion with the timescales of 
interest in astronomical systems renders often quite questionable whether this 
type of diffusion is relevant in realistic applications (see also a discussion of this 
point in the article by Cincotta et al. (2012) in the present volume of proceed
ings). For example, the orbits of stars in galaxies evolve in a timescale of 102 
- 104 periods, which is quite a small time compared to the timescale in which 
Arnold diffusion produces observable effects (106 - 1011 periods for perturbation 
values as those encountered in Table 1). Thus, it appears that Arnold diffusion 
plays a small role in galaxies, except perhaps for orbits passing very close to the 
galactic center. However, the time scale of Arnold diffusion is quite relevant to 
applications in solar system dynamics, where the characteristic timescales are of 
order 108 - 1010 periods.

It should be noted also that in most applications we find that the distinc
tion between the so-called Nekhoroshev regime (see below), where the rate of 
diffusion becomes exponentially small in the inverse of a small parameter, and 
the resonance overlap regime, where the diffusion speed is given by a power-law 
of e, is not so sharp in practice. However, it is important to emphasize that 
normal form theory can be applied to some extent in both regimes. In fact, as 
shown below the most relevant quantity characterizing the speed diffusion turns 
to be the size of the remainder Ropt at the optimal normalization order. Thus, 
one can obtain realistic estimates of the speed of diffusion using Ropt in both 
regimes, i.e. independently on whether Ropt depends on 1/e exponentially or 
algebraically.

In the remaining part of this section we present the main elements of reso
nant normal form theory as well as some of its applications in describing weakly- 
chaotic diffusion in the web of resonances in systems of three degrees of freedom. 
This implementation allows one to derive useful tools for describing, both qual
itatively and quantitatively, the geometric properties of diffusion. In particular, 
by the resonant normal form theory we can explain why the diffusion progresses 
preferentially in some directions of the phase space, and what invariant objects 
(like periodic orbits or low-dimensional tori) are responsible for such preference. 
Furthermore, via normal forms we can compute quantitative estimates of the 
diffusion rate, which are found to compare well with the results of numerical 
experiments.
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4.1. Diffusion along resonances: a numerical example

As a tool serving to introduce basic concepts, let us consider a simple example 
of a Hamiltonian model of three degrees of freedom (Froeschlé et al. (2000)):

H = H0 + eH1 = + ^
(141)

The integrable part Hq produces a simple dynamics. All the orbits he on 
invariant tori, and we have /, = 0, while (fi = ujq,i = Zi, <^2 = ^0,2 = ^2; 
^3 = ^0,3 = 1-

The surface of constant energy Hq = E is a paraboloid in the action space 
given by I^ + 1^ + 2I3 = 2E. Part of this paraboloid is shown as a grid-lined 
inclined surface in Fig.12a.

We define the resonant manifolds corresponding to the integrable Hamilto
nian Hq as the set of all two-dimensional manifolds defined by relations of the 
form:

kiOjQ^i + ^’2^0,2 + k3a)Q^ = kih + k2I2 + k3 = 0 (142)

with k = {k3,k2,k3) E Z3, |k| = |&i| + ¡^l + \k3\ ^ 0. In fact, we see that for 
any choice of k, Eq.(142) implies that the invariant manifolds in this example 
are just planes, which are always normal to the plane (Zi, I2\

Figure 12. (a) A part of the paraboloid of constant energy condition 1^ + 
Ft + 2/3 = 2E in the action space for the model (141) with e = 0, and for 
the value of the energy E = 1. Gray-shaded planes indicate some resonant 
manifolds in this model. The intersection of all the resonant planes with the 
paraboloid of constant energy produces a set of parabolic curves which is the 
’web of resonances’, (b) The projection of the web of resonances k\ J\ + k2I2 + 
k3 = 0 for |fc| < 5 on the (Fi,^) plane. Single or triple lines correspond 
to resonances whose corresponding coefficient in the Fourier series of Hi is 
positive or negative respectively (after Efthymiopoulos (2008)).
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Consider now the intersections of all the resonant planes with a surface of 
constant energy E = Hq. These form a set of parabolic curves, which form a 
web on the surface E = Hq (see Fig. 12a). This is called a web of resonances.

Viewed from the top of Fig.12a, the projection of the resonance web on 
the plane (Ii,Ii) is a set of straight lines (Fig. 12b). It will be shown below 
that, when e/0, a small resonant domain, of thickness Od/i/^l1/2)), is formed 
around each resonant manifold, where h^ is the coefficient of the term exp^ik • f>) 
in the Fourier development of the perturbation Hi. The intersections of the 
resonant domains with the surface of constant energy form resonant zones, also 
of thickness Od^e)1/2). As a result, when projected on the plane (IpEf the 
web of resonances along with the resonant zones looks like in Fig.12b. In fact, 
in this figure some resonances are represented by a single line, while other by 
a triple line, i.e. a line corresponding to the central resonance and two nearly 
parallel lines on either side of it, representing the border of the resonant zone. 
This difference reflects a real phenomenon encountered when using a numerical 
method in order to depict the resonance web, that will be explained below.

The main phenomenon, of chaotic diffusion in the Arnold web, is now shown 
with the example of Fig. 13. In both panels, the color (or grayscale) background 
corresponds to a so-called ELI map (Froeschlé et al. (2000)), allowing to clearly 
see the resonant structure of the system in the action space when (a) e = 0.01, 
and (b) e = 0.015. The Fast Lyapunov Indicator (Froeschlé et al (1997)) is a nu
merical index of the degree of chaotic behavior of individual orbits, computed via 
a numerical integration of the linearized equations of motion together with the 
full equations of motion. The reader is deferred to the original article (Froeschlé 
et al (1997)), as well as to Maffione et al. (2011) for a review of numerical meth
ods of chaos detection and/or quantification in conservative dynamical systems. 
For our purpose in the present tutorial, it suffices to note that a dark (blue or 
green) color in Fig.12 indicates ordered orbits, while a light (yellow) color means 
chaotic orbits. By the FLI map, we are able to clearly see the network formed 
by the projection of different resonant manifolds on the plane Ii,l2, as well as 
the form of one conspicuous (and other, smaller) resonance junctions, i.e. the 
chaotic domains formed at the loci where the manifolds of different resonances 
intersect each other.

Using normal form theory, in subsequent subsections it will be shown that 
the possibility to distinguish the various resonances in Fig.13 is due to the fact 
that in the neighborhood of any resonant domain the dynamics can be locally 
approximated by the dynamics of the perturbed pendulum. Namely, we will show 
that the resonant normal form for a Hamiltonian like (141) can be written as:

Ures = Z(^Ir2, Ip) +—^Ip + 2egk cos4>r+ ... (143)

+ R^R, f>R21 f>F, Ir, Ir2, If)

where the variables ^r, <(>r2, <j>F, Ir, Ir2, If) axe resonant action-angle variables 
derived from the original canonical variables by a linear canonical transforma
tion. The derivation of Eq.(143) (see subsection 3.4) follows from a quite similar 
analysis as in subsection 3.3 for the corresponding 2D problem. We observe 
that the Hamiltonian (143) is split in three parts: a part depending only on the
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Figure 13. (a) Arnold diffusion in the model (141) for e = 0.01. An orbit 
with initial conditions in the chaotic separatrix-like layer of the 2:1 resonance 
slowly diffuses along the resonance, until reaching a doubly-resonant domain. 
The motion along the simple resonance, as well as the circular motion within 
the doubly-resonant domain are both interpreted by resonant normal form 
theory (see subsections 4.3 and 4.4 respectively), (b) Chaotic diffusion for 
e = 0.015. The same chaotic orbit visits several parts of the Arnold web.

actions Ir2, If, a second part given by the pendulum Hamiltonian:

Hpend = + ^gk cos 3r (144)

where 3 and gk are constants, and finally, a third part, i.e. the remainder 
R(3r, 3f, 33, Ir, If, I3Y The coefficient gk is nearly equal to the coefficient hk 
of the term expfik -3) in the Fourier series representing Hi in the original Hamil
tonian, where k is the wave-vector corresponding to the particular resonance 
considered.

If we neglect the remainder effect, the actions Ir2 and Ip are integrals of 
the Hamiltonian Hres. This allows to calculate the separatrix half-width of the 
resonance in the same way as in subsection 3.3. We find

^lR,sep — (145)

In reality, however, there is no true separatrix at the border of each resonance, 
since the effect of the remainder is to introduce chaos in the system. Thus, 
instead of a separatrix, we have the formation of a separatrix-like layer at the 
border of any resonance 38. Any initial condition started within such a chaotic 
layer yields a large value of the FLI. Thus, computing many such orbits allows to 
obtain a clear picture of the structure of all chaotic layers, and hence of the whole

38This is similar to the effect shown in Fig.6 for the simple perturbed pendulum model (3). 
Namely, the theoretical invariant curves computed by a normal form in that example yield 
a separatrix curve, while, in reality, we have instead a thin separatrix-like chaotic layer as 
revealed by a numerical integration of orbits.
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resonance web. In fact, when the resonance web is visualized numerically in the 
action space, e.g. by the ELI method, one has to make an appropriate choice 
of Poincaré surface of section in order to fix the angles at which the ELI maps 
are computed. In Fig.12, we make the choice f>3 = 0, |<^i| + |02| < 0.05. This 
corresponds essentially to setting the resonant angle <f>R = kifi + k^-i + k?^?, to 
a value very close to zero, i.e., f>R ~ 0. We then see that this means to plot two 
sets of points in the plane (Zi, Z2), corresponding to a chaotic orbit passing close 
to the maxima or minima of the theoretical separatrices, when g^ < 0, or one 
set of points on the plane (Zi, Z2), corresponding to passing close to the X-point 
of each separatrix, when g^ > 0. Consequently, the thin chaotic borders of the 
resonances appear as a pair of thick lines in the surface of section if g^ < 0, or 
as a single line if g^ > 0. This rule is used for plotting the resonances and their 
borders in Fig.12b.

Returning to Fig. 13, the black points show now the excursion traveled in the 
action space along the resonance web by one chaotic orbit, when (a) e = 0.01 and 
(b) e = 0.015. In both cases, the orbit starts in the left part of the corresponding 
plots, within the separatrix layer of the resonance Zi — 2Z2 = 0. In Fig. 13a, 
the orbit undergoes a phase of diffusion along a simple resonance. This phase 
lasts for a quite long time (t ~ 108), while, afterwards, the orbit enters a so- 
called doubly-resonant domain formed by the intersection of many resonances. 
The orbit remains in that domain up to the end of the numerical integration 
ft = 2 x 108). We observe that despite the fact that the central part of the 
doubly resonant domain appears quite chaotic, the motion of the chaotic orbit 
in this domain appears confined in a nearly circular arc, while the diffusion rate 
is quite slow in the direction normal to the arc. In Fig. 13b, on the other hand, 
for somewhat larger e (e = 0.015) we observe that the orbit, within a similar 
timescale, covers a much more extended part of the resonance web, passing via 
more than one doubly-resonant domains and undergoing also changes of direction 
from along one resonance to along another.

Both phenomena, of diffusion along simple resonances, or within doubly 
resonant domains, as well as the geometric properties of the motion in either 
case, are explained by an appropriate form of resonant perturbation theory. 
Furthermore, it is possible to obtain quantitative estimates regarding the rate of 
diffusion (or the value of the diffusion coefficient, assuming, as a first approxi
mation, that the diffusion has a normal character)39, in terms of the size of the 
remainder of the normal form series computed either in the simply resonant, or 
doubly resonant case. We will now give the general theory of resonant normal 
form dynamics referring to both cases. However, we will return to a specific 
numerical example concerning the Hamiltonian model (141) in subsection 4.4, 
illustrating Arnold diffusion in a concrete calculation where an appropriate set 
of resonant canonical variables, produced via a normal form computation, are 
used.

39There has been some numerical evidence (see e.g. the review article of Lega et al. (2008)), 
that the diffusion along simple resonances has a normal character. However, counter-examples 
can be found (see e.g. Giordano and Cincotta (2004)).
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4.2. Resonant normal form theory: Exponential estimates and the
role of convexity.

We hereafter focus on systems of three degrees of freedom of the form

H = Hq + eHy

which satisfy necessary conditions for the holding of the theorem of Nekhoroshev 
(Nekhoroshev (1977), Benettin et al. (1985), Benettin and Galavotti (1986), 
Lochak (1992), Põschel (1993)). The Nekhoroshev theorem ensures that for any 
initial datum in the action space, the speed of diffusion is bounded by a quantity 
exponentially small in the inverse of the small parameter e, namely one has:

|Z(t)-Z(0)| < e“, for allí <T = O (146)

where a, b, eo are positive constants.
The basic formulation of the Nekhoroshev theorem relies on a number of 

assumptions relevant to the phenomenon of Arnold diffusion. In particular, 
the so-called geometric part of Nekhoroshev theorem examines the question of 
whether there are allowable directions left in the action space along which a 
chaotic orbit can undergo a fast drift, after all restrictions due to resonant con
ditions have been properly taken into account in any local domain within the 
action space. It is then found that additional restrictions to the diffusion are 
posed if some so-called convexity (or, more generally, steepness) conditions are 
fulfilled by the unperturbed part Hq of the Hamiltonian. We now present a 
simple form of such conditions.

Analyticity and convexity conditions. We assume that the Hamiltonian 
function satisfies the following conditions:

Analyticity: We assume that:
i) there is an open domain I C R3 and a positive number p such that for all 

points I* = (Zi*, 72*, 7s*) El and all complex quantities I- = 7¿ — 7* satisfying 
the inequalities 17( | < p, the function 77q can be expanded as a convergent Taylor 
series

3 3 1
H0 = H0.+...r + ^^MiiJ^ + • • • (147)

i=l 3=1

where r* = V/77q(7*), while Mij* are the entries of the Hessian matrix of 77q at 
7*, denoted by M*.

ii) For all I E I, Hi admits an absolutely convergent Fourier expansion

77i = ^k(7) explfk • cf) (148)
k

in a domain where all three angles satisfy 0 < Reify) < 2tt, |7m,(</>¿)| < a for 
some positive constant a. We recall that, exactly as in subsection 3.2, the latter 
condition implies that the size of the Fourier coefficients hk is bounded by a 
quantity decaying exponentially with \k\, i.e. the inequality (114) is satisfied.



Canonical perturbation theory 101

ill) We finally assume that all coefficients hk can be expanded around I*

3 3

hk = hk* + ^I.h-k ■ I' + ñ EE hk^JU, + • • • (149)
i=l j=l

and that the series (149) are convergent in the same union of domains as the 
series (147) for Hy. 40

40Actually, a more precise statement is that we assume that the intersection of all the domains 
where the series (147) and (149) are convergent is a non-empty open set T.

Convexity: We assume that for all I* ET either two of the (real) eigenvalues 
of the Hessian matrix M* have the same sign and one is equal to zero, or all three 
eigenvalues have the same sign. It is noted that the fact that the eigenvalues are 
real follows from the property that M* is a symmetric matrix.

Multiplicity of resonances: We now give some definitions allowing to char
acterize the multiplicity of resonant dynamics. As in subsection 3.3, we define a 
resonant manifold (denoted hereafter by R^ associated with a non-zero wavevec
tor k with co-prime integer components k = (ki, k^, k^) as the two-dimensional 
surface in the action space defined by the relation

Rk = ^1 G I: kwi(n + ^2^2(7) + kya^fl^ = 0} , (150)

where u)ifl^ = dHQ/dli.
Let It Elbe such that all three frequencies u)^I*\ i = 1, 2, 3 are different 

from zero. We distinguish the following three cases:

i) Non-resonance: no resonant manifold Rk contains I*.
ii) Simple resonance: one resonant manifold Rk contains I*.
iii) Double resonance: more than one resonant manifolds contain I*. In the 

latter case, it is possible to choose two linearly independent vectors k^, k^ 
such that all resonant manifolds Rk containing I* are labeled by vectors k which 
are linear combinations of the chosen vectors k^, k^ with rational coefficients. 
The intersection of these manifolds forms a one-dimensional resonant junction. 
A doubly-resonant point I* corresponds to the intersection of a resonant junc
tion with a constant energy surface Hq^IC) = E.

Normal form computation

In computing a resonant normal form for a system with the above properties, 
we follow a similar method as in subsection 3.3. Namely:

i) We define an expansion center, i.e. a point I* in the action space around 
which all quantities are expanded. The point I* must be chosen so that:

a) the orbits whose study we are interested in should reside in a neighbor
hood of I*, and

b) This neighborhood should belong to the domain of analyticity of the 
optimal normal form series.
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Both conditions require some further clarification:
a) Let us consider the left part of Fig. 13a. The plotted chaotic orbit 

undergoes a diffusion within the separatrix chaotic layer along the resonance 
Ii — 2I2 = 0. We seek to properly choose a value for the actions I* in order 
to compute a resonant normal form in this domain, i.e., well before the orbit 
approaches the resonant junction at the center of the same figure. For many 
practical reasons, it proves convenient to choose I* in such a way that the corre
sponding frequencies w* always satisfy a doubly-resonant condition, i.e. there are 
two linearly independent conditions of the form k^ -co* = 0, i = 1,2. For rea
sons clarified immediately below, we can see that, provided that |A/2)| >> | A:^1^ |, 
i.e. that the second resonant wave-vector k^ corresponds to a resonance of 
order much higher than the order of the first resonant wave-vector k^, the so- 
resulting normalization will effectively correspond to a simply resonant normal 
form, even if, formally, I* is a doubly-resonant point (see subsection 4.3 below). 
On the other hand, if |A/2) | and ¡A/1) | are of similar order, the so resulting normal 
form is found to represent all features of dynamics in a doubly-resonant domain 
(subsection 4.4).

Let us give an example: in the case of the Hamiltonian (141) we have 
wi* = Ii* and W2* = ^2*, while w.3* = 1. Returning to Fig. 13a, if, looking to 
the leftmost part of the plot, we choose Ii* = 0.355, I2* = 0.1775, we find 
that the two independent resonance conditions satisfied for this choice, and cor
responding to the minimum possible lA^1^ and |A/2/ are: a) Ii* — 2I2* = 0, 
corresponding to k^ = (1,—2,0), ¡A/1)5] = 3, and b) 200/1* — 71 = 0, corre
sponding to k^ = (200,0,-71), |A/2)| = 271. Hence, we have |A:^2)| >> lA;^^. 
In subsection 4.3 we will see that the normal form constructed by such a choice 
of expansion center effectively describes simply resonant dynamics, despite the 
fact that the point I* is formally doubly-resonant, because trigonometric terms 
of only the resonant angle k^ . f> are present in the final normal form formula. 
On the other hand, as the orbit moves along the resonance in the right direction 
in Fig.13a, we find that at some later time the orbit passes from the neighbor
hood of the point Ii* = 4/11 = 0.3636..., I2* = 2/11 = 0.1818.... Now, this is 
also a doubly-resonant point with k^ = (1, —2,0), and k^ = (4,3, —2). Thus, 

AJ'2/ = 9, i.e. |A/2 j is now much smaller than in the previous example (although 
still larger than ¡A;^1^|). When computing the normal form, we find that for e 
sufficiently small the so resulting formula contains trigonometric terms of both 
resonant angles k^ . f> and k^ • 0, thus, it accounts for phenomena due to the 
double resonance condition. In fact, in this case the effect of the second resonance 
is visible even numerically, since in Fig. 13a we distinguish a thin chaotic layer 
intersecting transversally the basic (2:1) the main guiding resonance. Finally, 
as the orbit continues to move rightwards, the orbit approaches, and eventually 
enters into the conspicuous doubly-resonant domain at the center of Fig.(13a). 
Then, the orbit exhibits the most prominent effects due to the double resonance. 
Such effects can be accounted for by a third choice of expansion center, namely 
Ii* = 0.4, I2* = 0.2, leading to k^ = (2,1, —1) and |A/2)| = 4 (while (A/1^ = 3 
always). We observe that both resonant vectors are now of quite low order. 
Then, it turns out that the resulting normal form contains always trigonometric 
terms of both resonant angles k^ • <f and k^ • <f independently of the value of 
e. In fact, the so resulting normal form can explain the features of the chaotic
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motion within the doubly resonant domain seen e.g. in the example of the orbit 
of Fig.13a.

b) In the above discussion, we saw that different choices of I* must be made 
in order to describe the dynamics locally and in different time intervals, i.e. as 
the orbit gradually drifts from left to right along the resonance Ii — 21% = 0. 
However, a question arises: in order that the normal form associated with each 
choice of I* provides a valid description for the numerical data set of an orbit, 
we must guarantee that all data points of the orbit considered are contained 
within the analyticity domain of the normalized Hamiltonian H^ around I*, 
where r is the maximum normalization order considered in the normal form cal
culation. The question is how to perform this check. A precise description of 
the techniques by which we specify the analyticity domains of a normal form 
construction at successive normalization steps is too technical to be presented 
here. However, we can mention some basic tools used in such specification (the 
reader may consult Giorgilli (2002) for a more advanced but still quite pedagog
ical presentation). Briefly, in order to check that a function f(pf>,J) is analytic 
in a complexified domain of its arguments

WP,a = M J) : J G C" : I J,\ < p, <j) G T/}

where n is the number of degrees of freedom, we compute the so-called Fourier- 
weighted norm

iLw.-nH„, = EsupiA^V‘l‘r (Ian
k

were fk are the coefficients of the Fourier development of /(</, J), i.e.
1 /‘2tt /^tf

mj^wL L4
and sup | • \p denotes the supremum of a quantity in the union of the domains 
|J?:| < p. The criterion whether the function f(pf>,J) is analytic in a domain 
W'p^ is that Fourier-weighted norm (151) should have a finite upper bound, i.e. 
\W, J) II P,<T < OO.

It is now possible to show that in normal form theory, at every normalization 
step, the size of the domain of analyticity of both the transformed Hamiltonian 
and the normalizing transformation series in general decreases with respect to 
the previous step. As a consequence, we have to check that the points of any 
particular orbit that we intend to study via a normal form continue to remain 
within the domain of analyticity of these functions at least until a calculation 
up to the so-called optimal order (see below, and also subsection 2.7), where the 
normalization can stop. In fact, since at every step we pass from old to new 
canonical variables, one has to find also the canonical transformations allowing 
to see how a final domain of analyticity, computed in the new variables, trans
forms when mapped back to the old variables at which the numerical orbits 
are computed. Without giving more details, we mention that these tests are 
necessary ingredients of any study and/or computer-algebraic program in the 
framework of normal form calculations.
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ii) Resonant module: After choosing the resonant vectors k^ and k^ so that 
|AH| + H2)| is minimal, the resonant module can be defined by

M = ^k E Z3 : k -m = 0} (152)

where the vector m = (m-i, m-2, m3) is defined by the relations

mi = k^k^—k^k^\ m2 = k^k^ — k^k^, m3 = k^^ — k^k^ . (153)

If m-i, m-2, m3 are not co-prime integers, we re-define m by dividing the m-i by 
their maximal common divisor. One sees immediately that by the above defini
tion m is a vector parallel to w* (m- is sometimes called the ‘pseudo-frequency’ 
vector).

Action re-scaling and book-keeping: We implement the same action rescaling 
as in subsection 3.3, namely

Ji = e-1/2(Zi_ZiJ = e-V2j/) -¿ = 1,2,3 (154)

and work with the Hamiltonian function h^J, <j)^ = e-1/2ZZ(Z* -He1/2 J, </>) produc
ing the correct equations of motion in the re-scaled action variables. Also, in 
order to separate the Fourier terms in groups of different order of smallness we 
use again Eq.(115) rewritten here as

-¿He) (155)

to define an average value for K* in the domain of interest for the values of e 
under consideration.

After all previous steps, we finally implement the book-keeping formula

h = u^m^ ¿E |My# Ji Jj + ... + ^ ¿^^l/^'le1^^ (156)

2=1j=l k \

3/2 33 \
+ X^W^eVihk • J + A3+ tlfcl/^ ^^2^ hk,i3*JiJ3 + • • • ^>Uk • ^ . 

1=1 3=1 /

Setting Zq = w* • J, the Hamiltonian (156) takes the form

h = H^J,W = Zo + ^X^^U^e1^
S —1

(157)

where the superscript (0) denotes, as usually, the original Hamiltonian, and the 
functions Hv are given by

s A''(s-/i+l)-l

H® = £ e^2 £ ZZ® (J) exp(ik • ^
p,= l k=K'(.s-p.)

(158)
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where H^k(J') are polynomials containing terms of degree p — 1 or p in the 
action variables J. Precisely, we have:

/l-l /2-1-/21
H>mY. e

/21=0 ^2=0

if |fc| > 0, or

p p-pi

H>^E E
/21=0 p2=0

1_____ <H__hupJC_ jpi jpi jps
Pi'ps'-Ps' d^Iid^^d^Is 123

1 ^W») Tp2 jP3
Pi\p2^-P3^ d^Iid^hd^h 123

p-i p-i-pi p-l-pi-p2

P3=0P1=O P2=O

1 cR ^yo^) ^3
Pi'-P^'p^' d^I^d^^d^Is 123

if k = 0.

Hamiltonian normalization: The Hamiltonian normalization is performed by 
the usual recursive equation:

H^ = exp^L^H^1^ (159)

where \r is the r-th step generating function defined by the homological equation

^.jIt\xAh\tH^Hj^ (160)

and hV 1\j^'r\ ^h)) denotes all terms of H^r~^ which do not belong to the 
resonant module M.

Remainder and optimal normalization order: After r normalization steps, the 
transformed Hamiltonian H^ has the form

H^Xtj), J) = ZM(^ J", A, e) + R^U*, J; A, e) (161)

where Z^ {J^, <^; A, e) and R^ (J^, <^ ; A, e) are the normal form and the 
remainder respectively. The normal form is a finite expression which contains 
terms up to order r in the book-keeping parameter A, while the remainder is a 
convergent series containing terms of order A'r+1 and beyond.

In a similar way as in subsection 2.7, where we discussed the asymptotic 
character of the series for the simple model (3), it is now possible to see that the 
above normalization process has also an asymptotic character. Namely, i) the 
domain of convergence of the remainder series R^ shrinks as the normalization 
order r increases, and ii) the size 11R^r^ 11 of R^r\ where || • || is a properly 
defined norm in the space of trigonometric polynomials, initially decreases, as 
r increases, up to an optimal order ropt beyond which ||7?^|| increases with 
r. In the so-called Nekhoroshev regime, one has ^Z(r°pt^ » 11 J?^r°í7t:^ 11. Thus, 
stopping at ropt best unravels the dynamics, which is given essentially by the 
Hamiltonian flow of Z^1"0^ slightly perturbed by R^r°pt\
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A basic result, now, of Nekhoroshev theory is that the optimal normalization 
order rapt depends on e via an inverse power-law namely

ropt-e-a , (162)

for some positive exponent a. A heuristic derivation of this basic result is given 
in the Appendix. Taking into account that the leading terms in the remainder 
are O(A'"opf+1), while, due to Eq.(155), the book-keeping itself was determined 
so as to split terms in groups corresponding to powers of the quantity e~aK ~ 
e1/2, we conclude that the size of the remainder can be estimated as of order 
O(e('"°pt+1^2), implying (viz.Eq.(155)):

||Al-i’opi)|| ~ e^exp ^—(163)

i .e. the remainder at the optimal normalization order is exponentially small in

The Fourier order
Kopt^ = K'ropt^ (164)

is called the optimal K-truncation order. All the normal form terms of H^^ 
are of Fourier order 0 < |fc| < A„pi(e).

The role of convexity in resonant dynamics

We now examine in detail the dynamics induced by the combined effects of 
the normal form and of the remainder in the above resonant normal form con
struction.

To this end, let us recall, first, that the normal form at the optimal nor
malization order ropt is a function of the new canonical variables ^hopd, jfiopt), 
which are near-identity transformations of the old canonical variables (</>, J). 41 
The most important terms in the normalized Hamiltonian are i) the lowest or
der terms independent of the angles, and ii) the resonant terms, depending on 
the angles via linear combinations of the resonant arguments k^ • <^ropt\ or 
k^ • 4>^r°ptk The Hamiltonian takes the form

41The reader should be reminded at this point of the convention used throughout this tutorial, 
that was mentioned in subsection 2.4, namely that we drop superscripts of the form (r) from all 
symbols referring to canonical variables just for the purpose of simplifying notation, bearing, 
however, in mind, that in any Hamiltonian function denoted as H^\4>, J) the arguments are 
the transformed variables, i.e. (<j>, J) = Ui n. . P n) after r consecutive normalization steps. 
Here, however, we restore the original notation because both the original and the transformed 
variables appear in some formulae.

3 3 1

h(J(-r°pt\^'r°pt') ') = uj* • J^0^ + e1/2EE^M^^J^^ • • • (165) 
¿=1 j=i 2

+e1/2 ^ 9m,^(j^0^) exp(i(nik^ + n^k^') • ^r°pt^ + ...
Ill,112 GZ2

W„sUVoPt\^r°Pt^ •
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The term R.nonres(J('r°pt\<f(-r°pt^f called the non-resonant remainder, contains 
all terms depending on the angles via combinations different from the resonant 
ones, i.e. kC) . ^Copt^ or ^(2) . ^Copt),

As in subsection 3.3, let us introduce, now, resonant canonical action - angle 
variables. We consider the canonical transformation

(J^, J?opt\ JÍ°pA, <opt^, ^opt^, <opth ^Ur^ Jr. , Jr, d>R1, ^r., M

defined by

J^ = k?JR1 Ek^R, +miJF 

4Topt) = k^JR1 +k^JR, + m2JF 

J^ = k^JR1 +k^JR2 + m3JF

</)R1 = k^f^ + k^f^0^ + k^f^

<¡>r2 = k^cf^ + k^ f^ + k^<^opt^

<¡>F = mi^'opt) + m2^'°pt') + m3d>3°pt)

(166)

where m = (m-i, m-2, m3) has been defined in Eq. (153). The Hamiltonian takes 
the form

HJri , Jr. , Jf, f>Ri , fR. ) = (w* • m.) Jp
3 1

+ei/2 y^ -Mij*(k^JR1 + k^JR.2 +m.iJF)(k^JR1 + k^JR2 EmjJF^ 
rj=i

+ei/2 ^2 gni,„2(Jñl, Jp2, Jr)exp(-i(ni<(>_R1 T^^)) + ... (167) 
ni,n2eZ2

+R nonres(JrivJr.vJf,<Í>Ri,<Í>R.^ •

If we neglect the remainder term Rnonres, the const ant-valued action JF is 
an integral of motion of the Hamiltonian flow of (167). On the other hand, the 
terms

Z0(JR1, JrR Jf) = (w* • m)Jp (168)
3 1

+ei/2 y^ -AR^k^ JR1 + k^jR2 +m.iJr)(^1)Jp1 +k^JR.2 +m.jJF) 
rj=i

define an ‘integrable part’ of the Hamiltonian (167), while the remaining terms 
depending on the resonant angles, which are of order at least e1/2, can be con
sidered as a perturbation. It is now possible to show the following: Due to the 
convexity conditions satisfied by the original Hamiltonian, the constant energy 
condition Zq = Ez, for various values of Ez, defines a set of invariant ellipses 
on the plane of the variables JR1, JR,2. Furthermore, it will be shown that if the 
effects of the remainder are omitted, any chaotic orbit in the considered resonant
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domain, moving under the normal form Hamiltonian flow alone, stays confined 
on one ellipse defined for a particular value of Ez (which remains constant under 
the normal form dynamics).

This last remark is of crucial importance for understanding the geometric 
consequences of the convexity condition on the way by which the diffusion of the 
chaotic orbits proceeds in the action space. In fact, the existence of an invariant 
ellipse of the normal form Hamiltonian flow (neglecting the remainder effects) 
prevents the chaotic orbits from diffusing in directions of the action space normal 
to the ellipse. For instance, when reaching the doubly resonant chaotic domain 
at the center of Fig. 13a, the chaotic orbit appears for a long time to be nearly 
completely confined along a circular arc. This arc is part of an invariant ellipse 
of the form Zq = Ez corresponding to the particular resonances into play in 
this example. In fact, as shown below the orbit can only escape from this type 
of motion due to remainder effects, as will be shown below. Thus, the size of 
the remainder determines the rate at which the diffusion of chaotic orbits can 
proceed. This property holds in the neighborhood of every resonance junction in 
the action space of a system satisfying convexity conditions similar to the one 
set at the beginning of the present subsection. But since the doubly resonant 
points are dense in the action space, the entire chaotic motion in the resonance 
web can be modeled as a sequence of crossings of different resonant junctions, 
where, in each junction, a local resonant normal form construction can be made 
leading to a set of invariant ellipses as above.

We now show why the convexity conditions of the original Hamiltonian 
imply that the relation of the form Zq = Ez = const defines an invariant ellipse 
in the plane (Jr,, Jr?. This is equivalent to showing that the quadratic form

1 3
Co,2 = 2 E Ml3?k^JR, + k^Jr??^Jr, + k^Jr? (169) 

*j=i

is positive definite. The latter can be written as

Co,2 = (M,M) • fei1’2) . M, . (A^2))T . (M,M)t (170) 

where A/1,2) is a 2x3 matrix whose first and second line are given by (A^, k^, k^) 
and (J? .kf , kf ) respectively. Since the matrix M* is real symmetric, it can 
be written in the form M* = X • p* • X1. where p* = diag(pi, p^, psf with p, = 
the eigenvalues of M*, while X is an orthogonal matrix with columns equal to 
the normalized eigenvectors of M*. Using the above expression for M*, Eq.(170) 
resumes the form

Co,2 = (Jr3, Jr? -Y • p* • YT(JR„JR?T

where Y = A/1,2) . y is a 2 x 3 matrix. Writing Z02 as Z02 = QJr, + V Jr, Jr, + 
PJ^, and denoting by y^ the elements of Y, the discriminant A = 4QP — V2 
is given by:

△ = -[(yny22 - yi2y2i)2^i^2 + (yny23 - yi.3y2i)2^i^3

+ (yi2y23 - yi3U22?P2P3] • (171)
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However, by the convexity condition assumed at the beginning of this subsection, 
we have that either all three eigenvalues pt have the same sign, or two of them 
have the same sign and one is zero, by Eq.(171) we have that A < 0. That is, 
the quadratic form ((0,2 is positive definite.

After demonstrating the geometric consequences of convexity for the chaotic 
motion along resonances, we now examine separately the chaotic diffusion in the 
case of simple resonance, i.e. when as discussed above, |A/2)| >> |AjW|, and in 
the case of double resonance, i.e. when |A/2)| and |A^1;| are of comparable size.

4.3. Diffusion along simple resonances. Comparison with Chirikov’s 
estimates

In order to implement resonant normal form theory in the case of simply resonant 
dynamics, we define first local resonant canonical variables around the center of
the ellipses Zq = Ez, which is given by:

(A;W • EEk^) (m • EEk^) — (k^ • EEk^) (m • EEk^)
---------------------------------------------------------------------------------------------------------------------------------------5------------JF

Çk^ • M^l1)) ^ • REk^ - (k^ • M^k^
(172)

^ • EEk^ <m • EEkW) - (kW . EEkW) (m • EEk^
---------------------------------------------------------------------------------------------------------------------------------------5------------JF

(k^ • M*k^ (fc(2) • M*k^ - (k^ • M*k^

We then define:

^JRi = JRi - JRl^ a13=k^.EE^\ i,j = 1,2

The key remark is that, if we have |A/2;| » ¡A/1)!, for all values of e of practical 
interest we also find |A/2)| > Koptfe^ > lA^1^, i.e. for all values of e of prac
tical interest, all resonant, terms containing the angle f>R2 are of Fourier order 
higher than the optimal K-truncation order. This implies that such terms can 
be considered as part of the remainder. 42

42 A concrete example is here in order. Let as consider again, as at the beginning of the previous 
subsection, the resonant normal form construction for E, = 0.355, E, = 0.1775. We saw that in 
that case lAl1)] = 3, while Al2) = 271. However, if we roughly set Kopt = K'ropt = Kfeopy1 
(in view of Eq.(163)), then we see that if we take a = 0.25 (simple resonance, see Eq.(240)), 
giving some typical values to K' and eo, e.g. K' = 3, eo ~ 0.1 we have KOpt < 102 in the 
range 101 < e < 10-1. Thus, in the same range, we have Al2) > Kopt, implying that the 
construction can be considered simply resonant in practically the entire range of values of e 
that would be encountered in realistic applications (cf. Table 1). We note also that the latter 
result is not sensitive to the choice of the constants K' and cq.
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Main (guiding) 
resonance

Figure 14. Schematic representation of the diffusion along a simple reso
nance. Any resonance crossing transversally the main (guiding) resonance 
has an exponentially small width and acts as a ‘driving’ resonance for diffu
sion.

With the above considerations, the transformed Hamiltonian reads:

^(J^-rt), ^pt)) = Z^J^opt\ ^opt^ _p ^j(ropt) ^opt^

= kJ* • 1/(r°Pt) -|- Ç^^¿E XM^J^optV]^opt^ + ...

¿=1 j=i 2
(173)

+fl/2 52 QtiU^^^ expQijnk^ • <^r°pt^ + ... 
nE2*

Taking into account the canonical transformations (166), after some algebra 
the Hamiltonian (173) takes the form

(m • uj*) Jp + e1/2 -«nAJ^ + a^AJ/^ AJ^2 + -«22AJ^2 (174)

+ 2fR1 cos(^ñl) + ... + 52 fk*exp\ik • (ki^ + k,2<Í>r2 + ^F^ + •••
|k|>A'(°Pt) .

where i) the (non-integer) vectors Kp i = 1,2,3 come from the solution of the 
right set of Eqs.(166) for the angles <j)V°pt^ in terms of the angles ^r^, j>R2, and 
j>p, and ii) we approximate all the Fourier coefficients in the remainder series 
by their constant values jp* at the points ¿XJr2 = AJ^2 = 0 (we set Jr2 = jp* 
for k = k^Y

We note that, neglecting the non diagonal term o.y2^Jri^Jr2, the Hamil
tonian (174) is of the form discussed at the beginning of the present section, i.e. 
the Hamiltonian (143).
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The ‘pendulum’ part of the above Hamiltonian is given by

Zres = "^ClW^J^y "V QVÍ^JRi^Jri "V "^‘¿‘í^-j^ "V ... (175) 

+ e1/2^"^+g_ne~^^

Since the angle <j)R2 is ignorable, the action J^2 (or A Jr2) is an integral of the 
flow of Zres, in addition to Jr. Thus, Zres defines an integrable Hamiltonian. A 
pair of constant values Jr = ci, íxJr2 = C2 defines a straight line

Me = -—C2 (176) an

which corresponds to the unique resonance u)R1(J^r°pt^ = k^ • co(jM) = o 
This will be called ‘main resonance’ (= the ‘guiding resonance’ in Chirikov’s 
theory; see Chirikov (1979), Cincotta (2002)).

In Figure 14 (schematic), the domain of the main resonance is delimited 
by two vertical thick red lines corresponding to the separatrix-like thin chaotic 
layers at the boundary of the resonance similarly to Fig.15.

Under the normal form dynamics, motions are allowed only across the res
onance, i.e. in the direction /XJr2 = const. In Fig.14 this is the horizontal 
direction. The thin strip delimited by two horizontal red lines corresponds to 
the resonance with resonant wavevector if'2'. which, since k^ > K(ef is now 
of width exponentially small (O(€1/2e~crl/‘:Wl/2). Thus, it will be called a ‘sec
ondary’ resonance.

We now ask the following question: since the diffusion along the resonance 
is only possible because of the remainder influence on dynamics, can we estimate 
the speed of diffusion (or the value of the diffusion coefficient), by knowing the 
size of the remainder of the optimal normal form construction?

We can see that the approximation of Eq.(174) is sufficient for estimates 
regarding the speed of diffusion. The key remark is that for all the coefficients 
fk* the bound \fk*\ < ||7?opf|| holds, while, for the leading Fourier term expfki • 
(f^p1^ in the remainder we have 1/^*1 ~ ||BO33f||. In fact, we typically find 
that the size of the leading term is larger from the size of the remaining terms 
by several orders of magnitude, since this term contains a repeated product of 
small divisors of the form ki -co* (see Appendix). Furthermore, using an analysis 
as in Efthymiopoulos et al. (2004), we readily find \ki\ = (1 — d)Kopt, where 
0 < cl < 1 is a so-called (in Efthymiopoulos et al. (2004)) ‘delay’ constant. We 
note in passing that the Fourier terms of the form expfiki • cjf^f are called 
‘resonant’ in Morbidelli and Giorgilli (1997).

The value of the diffusion coefficient can now be estimated by applying the 
basic theory of Chirikov (1979). This theory is reviewed for the purpose of appli
cations in dynamical astronomy by Cincotta (2002), and a recent application in 
the so-called three body resonance problem in solar system dynamics was given 
in Cachucho et al. (2010). Briefly, the theory uses the Arnold-Melnikov integral 
technique to estimate the speed of diffusion along simple resonances by examin
ing the so-called variations in the pendulum energy as a chaotic orbit moves in 
the separatrix-like chaotic layer of a simply resonant domain. It is found that



112 C. Efthymiopoulos

the following estimate holds for the diffusion coefficient:

° ~ ^TVfk^A^2 • (177)

In Eq.(177):
i) Qg = el^4fR^ where T = Zn(32e/w)/Qg is an average period of motion 

within the main resonance separatrix-like thin chaotic layer, of width w.
ii) A is the Melnikov function with argument |k/| (see Appendix B of Ferraz- 

Mello (2007)). The vector ki is defined by the relation

Kl,ld>Ri + KZ,2<M + Kl,3<l>F = kt • ff1"^

and the estimate
A(|K/|)~87T|K/|e-*l/2

holds.
The key point in connecting Chirikov’s formula (177) with the estimates 

based on the optimal remainder function is that, in view of Eq.(166), we have 
that

|K/| = O((l - dX^W1^ • (178)
However, it was pointed out in subsection 4.2 that the optimal K-truncation 
order Kopt depends on e as an inverse power, i.e. we have Kopt ~ 6 lz'4 in simply 
resonant domains (see Appendix), yielding also ||-ñop¿|| ~ e-CTKV°ptV Substituting 
these expressions into Eq.(178) it follows that

■4(IK,I)~{3/4II/MI6
for an exponent b > 0. Putting, finally, these estimates together in Eq.(177), 
we arrive at an estimate of the dependence of the diffusion coefficient D on the 
optimal remainder ||_Rop/| in the case of simple resonances, namely:

D~^e3/4\\Ropt^ . (179)

We emphasize that the precise value of b is an open issue, which appears 
to be hardly tractable to address on the basis exclusively of the behavior of 
the Melnikov integrals discussed above. We note, however, that the quantity 
A(k/) yields the size of the ‘splitting’ S of the separatrix of the main (guiding) 
resonance due to the effects of the leading term in the remainder function. The 
relation between the separatrix splitting and the size of the optimal remainder 
has been examined in Neishtadt (1984), and later in Morbidelli and Giorgilli 
(1997). In the latter work, the estimate S ~ p1^2 was predicted and probed 
by numerical experiments, where p (in the notation of Morbidelli and Giorgilli 
1997) is the effective size of the perturbation to the normal form pendulum 
dynamics caused by the remainder. Setting thus p ~ | |Bopf 11 suggests the scaling 
A(k/) ~ S ~ IlBopfll1/2, whereby the constant b can be estimated as b ~ 1/2. 
Hence (in view of Eq.(179)) we find

D~ \\Ropt\\3
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in simply resonant domains. In Efthymiopoulos (2008) the diffusion coefficient 
D along a simple resonance was compared directly to the size of the optimal 
normal form remainder in a concrete example referring to the numerical data 
reported in the work of Lega et al. (2003). It was found that D ec ||7?opf||2'98, 
essentially confirming that p = 2(1 + 6) ~ 3, or b ~ 0.5. However, in Lega et al. 
(2010a) a different exponent was found p ~ 2.56 regarding the same resonance, 
while it was found that p = 2.1 in the case of a very low order simple resonance 
(with Ià/1) < K'Y These numerically defined exponents, however, depend on 
the chosen definition of numerical measure used to estimate both S and 11 Ropt 11 • 
Thus, a detailed quantitative comparison of the various estimates given in the 
literature is an open problem.

4.4. Diffusion along double resonances

We now pass to analyzing, via a resonant normal form, the properties of weakly- 
chaotic diffusion when double resonance condition is fulfilled, the latter being 
defined by the requirement that /b'2'’ < KoptYeY ensuring that both resonances 
due to k^ and k^ are important.

In order to analyze the normal form dynamics in double resonances, we first 
write the normal form constant energy condition as:

E' = (Zq — (w* • m) Jp) = const. (180)

If higher order terms in the action variables of the development of Eq. (168) are 
taken into account, the constant energy condition of Eq.(180) yields deformed 
ellipses on the plane (Jr^ Jr2Y If Jr2 7I Jr10 or Jr2 ^ Jr20, we can define 
two slow frequencies for the resonant angles, namely 4>r1 = w^, ^>r2 = u)r2. We 
have

^ = (kW . M»k^yjR1 - JR11OH (kW • M»k^yjR2 - Jr2,0H .. .

(181)
wr2 = (kW . M»k^yjR1 - JR11OH (k^ • M»k^y.JR2 - Jr2,0H .. .

On the other hand, due to the definition (166) one has

= kw • u(j^opt>lY wr2 = k^ • u;(J<-r°pt^), = m • u;(jb’opt)')

which is valid for any value of (JRt, Jr^ Jf^ in the domain of convergence of the 
series (168). It follows that all the resonant manifolds defined by relations of 
the form (nik^ 4- n^2^ • ^(jt^pb) = Q intersect any of the planes (J^, Jr.^ 
corresponding to a fixed value of Jp. Using again the notation

Mr. = Jr. - JR1,0, ai3=k^-M^3\ M = l,2

the intersection of one resonant manifold with the plane (JrivJri^! is a curve 
given, in the linear approximation, by

(ni«n + n2ai2)AJñl + (niai2 + n2a22)AJñ2 + ... = 0
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The above equation defines a ‘resonant line’, which is the local linear approx
imation to a ‘resonant curve’. All resonant lines (or curves) pass through the 
point (Jr10, Jr2.q^ which, therefore, belongs to the resonant junction defined by 
the wavevectors k^,k^. To each resonant curve we can associate a resonant 
strip in action space whose width is proportional to the separatrix width for that 
resonance. If, for a single pair of integers (721,722), we only isolate the resonant 
terms g±„li±n2e±’l”U-Ri+”2^-R2) in the normal form Z (Eq.(165)), we obtain a 
simplified resonant normal form ZT.es^ni.n,^ corresponding to the limiting case of 
a single resonance. In a strict sense, Zres describes well the dynamics far from 
the resonant junction. However, it can also be used in order to obtain estimates 
of the resonance width along the whole resonant curve defined by the integer pair 
(711,712). To this end, the leading terms of Zres^ni,n,^ are (apart from constants):

^res(ni,n2) e1/2 -«nAJ^ + a^AJ/^ AJ^2 + -O22AJ^2 + ... (182)

p^ni^Ri+m^R,,) ! „ p-i(.ni^R1+n2^R,>)\

The coefficients g±m,±n2 satisfy the estimate

|gni n)| ~ ^-(MI^I+HIU2)!) (183)

After still another transformation ZXJr^ = r^Jr + RíJf, ^Jr2 = ^Jr — RiJf, 
<t>R = Ri^Ri + R2<t>R2i Jf becomes a second integral of motion of Zres^ni,n,^, 
which takes the form

^res (711,712) e1/2 c(Jp) — -(«117711 + 2 7712 72172 2 + Cl^R^XJR — Jr^F^V

^,7^9-n^^^ (184)

where c(Jp) and Jr$(Jf) are constants of the Hamiltonian flow of (184). Com
bining (183) and (184), the separatrix width can be estimated as

AT/?
ill2AeAHb<IWdb<2T^ 

y «1172^ + 2fii2 72i722 + «2 2^2 (185)

Eq. (185) allows to estimate the width of a resonant strip in the direction normal 
to a resonant curve on the plane (Jr1,Jr2\ Using the relations A(AJ^) = 
r,AJr (for AJp = 0), this estimate takes the form

AJr-width —
32 A(n^ + 722) 

«117211 + 21712 721722 + «22722

1/2
e-|(M|fcW| + M|U2)|H- . (186)

The outcome of the above analysis can be visualized with the help of Figure 
15 (schematic). The left panel shows the structure of a doubly-resonant domain
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Resonance 
overlap

Phase portrait of 
normal form dynamics Chaotic domain

formed by resonance 
overlap

No resonance 
overlap Phase portrait of

normal form dynamics 
for E' =E,

Figure 15. Schematic representation of the normal form and remainder dy
namics in a domain of double resonance. Left panel: the resonant structure 
formed in the action plane of the variables (J ,̂ Jr2) by the overlapping of 
various resonant strips whose limits (pairs of parallel red lines) correspond 
to separatrix-like thin chaotic domains around each resonance. Two constant 
normal form energy ellipses E' = Ey and E' = E2 are also shown. Right: The 
front and back panels show the phase portraits corresponding to a surface of 
section (in one of the pairs ^4>Rv> Jr^ or (<j)R21 Jr^) under the normal form 
dynamics alone, for the energies E' = Ey (front panel) and E' = E2 (back 
panel). The blue curly arrows in both panels indicate the directions of a pos
sible ‘drift’ motion (=slow change of the value of E') due to the influence of 
the remainder on dynamics.

in the plane of the resonant action variables (JRy, Jr2Y The two bold ellipses 
correspond to the constant energy condition for two different values of E', namely 
E' = Ei and E' = E2 with Ei > E2. Their common center is the point 
(Jr10, Jr20) defined in Eq.(172). The three pairs of parallel red lines depict 
the borders of the separatrix-like thin chaotic layers of three resonances passing 
through the center. Infinitely many such resonances exist, corresponding to 
different choices of integer vectors n = (711,712); however, their width decreases 
as |ti| increases, according to Eq.(186). We thus show schematically only three 
resonances with a relatively low value of |ti|, named by the letters ‘A’, ‘B’ and

With the help of Figure 15, the influence of the normal form terms on dy
namics, by considering the Hamiltonian flow under the approximation H ~ Z, 
can now be understood as follows:

- For any fixed value of E', and a fixed section in the angles, the motion is con
fined on one ellipse.
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- For E' large enough (E' = Ei, outermost ellipse in the left panel of Fig.15), 
the various resonant strips intersect the ellipse E' = Ei at well distinct arcs, i.e. 
there is no resonance overlap. The right front panel in Fig.15 shows schematically 
the expected phase portrait, which can be obtained by evaluating an appropriate 
Poincaré surface of section, e.g. in the variables (Jr1,<¡)r1^ or (J^2, ^2). The 
dashed lines show the correspondence between the limits of various resonant 
domains depicted in the left and right panels. In particular, the intersection 
of each resonant strip in the left panel with the ellipse E' = Ei corresponds 
to the appearance of an associated island chain in the right panel. The size of 
islands is given essentially by the separatrix width estimate of Eq.(186). Hence, 
the size of the islands decreases exponentially with the order of the resonance 
n = |ni| + |n2¡. However, the main effect to note is that, since all resonant strips 
are well separated on the ellipse, the thin separatrix-like chaotic layers marking 
the borders of each of their respective island chains do not overlap. As a result 
the local chaos around one resonance is isolated from the local chaos around 
the other resonances. In fact, the normal form dynamics induces the presence of 
rotational KAM tori which, in this approximation (H ~ Z), completely obstruct 
the communication among the resonances.

- While the size of the islands is nearly independent of the energy E', their 
separation is reduced as the energy decreases. Thus, below a critical energy 
E'c, significant resonance overlap takes place, leading to the communication of 
the chaotic layers of the various resonances and an overall increase of chaos. 
This is shown in the left panel of Fig. 15 for an ellipse E' = E2 < E'c, with 
the corresponding phase portrait shown in the right back panel. We note in 
particular the ‘melting’ of all three resonant domains one into the other, which 
produces a large connected chaotic domain surrounding all three island chains 
(and many other smaller chains, not visible in this scale).

The value of the critical energy E'c marking the onset of large scale resonance 
overlap can be estimated as follows: Each resonant strip intersects one fixed 
energy ellipse on one arc segment. Also, Eq.(186) can be replaced by the estimate

^Jr,width Mhki,2
(187)

where n = |ni| + |n2¡, Aq^ = (Ik^l + 17cl2l|)/2, and M^ is a measure of the size of 
the eigenvalues of the Hessian matrix M*. The total length Sres of all segments 
can be now estimated by summing, for all n, the estimate (187), namely

’ n=l
(188)

On the other hand, the total circumference of the ellipse for the energy E' is 
estimated as Sr* = eR{E'r where R(E') is the geometric mean of the ellipse’s 
major and minor semi-axes. For R(E') one has the obvious estimate R(E') ~ 
^^/(e1/2.^))1/2, whence

Sr'
2'trE'

(189)
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The critical energy E' = E'c can now be estimated as the value where S(E') ~ 
Sresi implying that the associated ellipse is fully covered by segments of resonant 
strips. Thus

, (190)

Eq.(190) implies that E'c is a O^1/2^ 2fcl,2cr) quantity.
So far, we have neglected the role of the remainder in dynamics. In Fig.15, 

the drift in action space caused by the remainder is shown schematically by 
the blue curly curves in both the left and right panels. Their significance is 
the following: The energy E = h corresponding to the total Hamiltonian h = 
Z + R^ of Eq.(227) is an exactly preserved quantity. Thus, the doubly- 
resonant normal form energy E' as well as Jp cannot be preserved exactly, but 
they are approximate integrals, i.e. they undergo time variations bounded by an 
O(||B^'"°í’f')||) quantity. In Fig. 15, such variations will in general lead to a very 
slow change of the value of E', i.e. a very slow drift of the chaotic orbits from 
one ellipse to another. We seek to estimate the time required for the remainder 
to induce a transition between two ellipses with an energy difference of the same 
order as E'c, namely

E^-E^ O^^e"^1’2*7) (191)

assuming that this effect can be described as a random walk in the value of E'. 
Let T be an average period of the oscillations of the resonant variables. By 
Eqs.(182) and (183), the estimate T ~ (eA)-1/2e”e^^fcl’2Cr/2 holds, for a constant 
neff ~ 1 marking the order of the most important resonances in (182). In 
consecutive steps, dE' can be either positive or negative, while its typical size is 
jc/E'l ~ ||Rop¿||. Then, after N steps of a random walk (in the values of E'\ we 
find an rms spread of these values given by

^E ^ N^WRoptW (192)

Using (191) and (192), the number of steps required for the spread AE to become 
equal to E'^ — Ey (given by (191) is N ~ e>: "' <fÀ'' -^11/W^/11 2. The diffusion 
coefficient can be estimated as

AE2
NT

(eAe-n^k^/2 ^R^2 (193)

i.e. the diffusion coefficient scales as the square of the size of the optimal re
mainder function.

Visualization of Arnold diffusion using normal forms

The possibility to use the resonant variables ((j^ , Jr^ ), as well as the normal 
form energy E' in order to study the phenomenon of Arnold diffusion in systems 
satisfying the necessary conditions for the holding of the Nekhoroshev theorem, 
was first pointed out in the work of Benettin and Gallavotti (1986). Recently, 
however, it has become possible to obtain real (non-schematic) examples of this 
visualization, by computing a doubly-resonant normal form at a quite high order. 
More precisely, in Efthymiopoulos and Harsoula (2012) we have given a detailed
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Figure 16. Visualization of Arnold diffusion in a numerical example of high- 
order doubly resonant normal form computation in the Hamiltonian model 
(141) (After Efthymiopoulos and Harsoula (2012), see text for details).



Canonical perturbation theory 119

numerical example of the above, using the Hamiltonian model (141) in the case 
of the double resonance defined by Ii* = 0.4, I2* = 0.2. Figure 16 shows the vi
sualization of Arnold diffusion in the above model in appropriate variables of the 
doubly-resonant normal form, for a numerical orbit in the Hamiltonian (141) for 
e = 0.008. After computing the optimal normal form, we find, via the Lie canon
ical transformations, the values of all transformed variables J^1(t), Jr^C), Jp^ 
and (j)^^, <j)R.2(t^, <j)p(t^ corresponding to particular values of the old variables 
^i(i), ^2(^)5 ^s(i) and <()i(t), <()2(t), ^(t) stored at many different times t within 
an interval 0 < t < 1.5 x 109 along the numerical run. Using the numerical 
values of the computed transformed variables, (a) shows the variation of the 
normal form energy Ez(t) as a function of t in the intervals 0 < t < 3 x 108 
(blue), 3 x 108 < t < 109 (red), and 109 < t < 1.5 x 109 (green). The initial 
and final values are equal to Ez(t = 0) = Ez(t = 1.5 x 109) = 0.0306, while 
the minimum value, occurring around t = 8 x 108 is Ez = 0.029. On the other 
hand, the evolution of the orbit in the action space ^Jr^ Jr2), using the same 
colors as in Fig. 16a for the corresponding time intervals, is shown in Fig. 16b. In 
the first time interval (blue), the orbit wanders in the thin chaotic layer of the 
resonance uq + 3^2 — ^3 = 0. In the second time interval (red) it jumps first to 
the resonance 3wi — W2 — W3 = 0, and then to the resonance uq — 2^2 = 0. In the 
third time interval (green) the orbit recedes from the doubly-resonant domain 
along the resonance uq — 2^2 = 0.

The main result, now, is shown in Fig.16c representing a 3D plot in the 
variables (^r-^, Jr2, Ez\ which visualizes Arnold diffusion for the same orbit. 
Taking 20 equidistant values of Ez,i, ¿ = 1, 2,... 20 in the interval 0.029 < Ez < 
0.0306, we first find the times C in the interval 0 < t < 9 x 108 when the 
normal form energy value Ez(t) of the numerical orbit approaches closest to 
the values Ez,i- For each i, starting with the momentary values of all resonant 
variables at L, we then compute 1000 Poincaré consequents of the normal form 
flow on a surface of section defined by UL>2mod27C = 0. The same procedure 
is repeated in a second interval 9 x 108 < t < 1.5 x 109. As a net result, the 
orbit at the beginning and end of the calculation is found on the same section 
(corresponding to Ez = 0.0306), but in a different resonant layer, having by
passed the barriers (invariant tori of the normal form dynamics) via a third 
dimension (here parameterized by the time-varying value of EzY

As an overall conclusion, we see that high order normal form calculations 
lead to practically useful results, i.e. the possibility to obtain good canonical 
variables in which the phenomenon of Arnold diffusion can be conveniently stud
ied, but also visualized. In fact, the use of good canonical variables obtained via 
a normal form is crucial for a proper study of all main structures of the phase 
space that play a role in diffusion phenomena. Such structures are, for example, 
the unstable periodic orbits of the normal form flow, whose asymptotic mani
folds (and their heteroclinic intersections) have been conjectured to provide the 
mechanism by which the diffusion progresses over the entire Arnold web.

4.5. Arnold’s example and its relation to normal forms

We close this section with some reference to the fundamental work of Arnold 
(1964), in which the topological features of diffusion along resonances in sys
tems of three degrees of freedom were first discussed. The Hamiltonian model
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considered by Arnold has the form:
j2 j2

H = "^ + e(cos^>i - 1) + y + /z(cos^>i - l)(sin^2 + cost) . (194)

A review of the properties of this model is given in Lega et al. (2008). Notice 
in particular Fig.2.1 of that review, showing a chain of the invariant manifolds 
corresponding to a set of foliated pendula along the axis I2, for p = 0. Using 
Melnikov’s theory, when p ^ 0, Arnold demonstrates that there are heteroclinic 
connections between the stable and unstable manifolds (called ‘whiskers’) of the 
chain of unstable 2D tori existing for different values of I2. These connections 
can then cause long excursions of the chaotic orbits along the I2 axis, even if e 
is infinitesimally small.

We now show that the motivation for choosing a Hamiltonian model of the 
form (194) for the study of Arnold diffusion stems from a similarity with the 
optimal Hamiltonian arising in resonant normal form theory developed in the 
previous subsections. In fact, one can see that Arnold’s model is a simplified 
version of the simply-resonant normal form (174). A comparison of the Hamilto
nians (174) and (194) shows that the action angle pair (Zi, <fi3 in Arnold’s model 
corresponds to the resonant pair (AJ^, (fp^ in the Hamiltonian (174), while I2 
corresponds to action AJ^2. Finally, the time t in Arnold’s model corresponds 
to the angle <fp in the Hamiltonian (174), since, neglecting the appearance of 
Jp in the remainder of Eq.(174), the angle <fp varies essentially linearly in time 
and independently of the initial datum, i.e. we have <fp = (m- • w^t.

Finally, we notice that the term //(cos <f\ — l)(sin ^2+cos tf in Arnold’s model 
provides a simplified model for the remainder term R[AJp1, AJr2, Jp, <fp1, <fp2, 
f>p) in the Hamiltonian (174). It follows that the parameter p in Arnold’s model 
(194) should have a value reflecting the size of the optimal remainder in a generic 
simply resonant normal form construction of the type discussed in subsections 
3.3 to 3.5.

However, at this point, precisely, lies the difficulty in generalizing Arnold’s 
results in a generic Hamiltonian of the type considered above. The difficulty 
is the following: in Arnold’s example, the possibility to implement Melnikov’s 
theory in order to establish the existence of the whiskers’ heteroclinic intersec
tions referred to above is based on the fact that the parameter p is allowed to 
vary independently of the parameter e. However, in a generic model, the op
timal remainder size depends on e, i.e. one should consider a model in which 
h ~ ||7?opf(e)||- This is a theoretical difficulty, due to which a demonstration of 
Arnold’s result in more general Hamiltonian systems of three degrees of freedom 
still remains an important open problem of Hamiltonian dynamical systems’ 
theory.

5. HAMILTONIAN FORMALISM FOR BASIC SYSTEMS IN DY
NAMICAL ASTRONOMY

In the present section, we present some basic Hamiltonian models in action - 
angle variables which find applications in the two main fields of dynamical as
tronomy, namely celestial mechanics and galactic (or stellar) dynamics. In every 
case considered, we give the basic starting formulae as well as some hints on how
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to implement book-keeping in these models. Finally, in subsection 5.4 we present 
a ‘case study’, i.e. the resonant theory at the Inner Lindblad Resonance in spiral 
galaxies. In fact, using a technique analogous to the one used in subsection 3.3, 
in order to locate the position of a periodic orbit in this resonance, we are lead 
to a main conclusion regarding the orientation of these periodic orbits, which 
forms the basis for the orbital version of the so-called density wave theory of 
spiral structure in galaxies.

5.1. Action - angle variables in the restricted three body problem. 
The Hamiltonian at mean motion resonances

A basic formalism of Celestial Mechanics regards the derivation of a Hamiltonian 
function in action-angle variables describing the so-called restricted three body 
problem (RTBP). This refers to the dynamics of a small body (e.g. an asteroid 
or a small planet) under the combined gravitational effects of a star (Sun) and 
a giant planet (Jupiter) in orbit around the star. In fact, various extensions of 
this formalism (also to more than three bodies) can be used to study problems 
of greater complexity, such as the stability of planetary and/or satellite systems.

The definition of action angle variables in Hamiltonian models of Celestial 
Mechanics is based on the use of the so-called elements (of a Keplerian elliptic 
orbit). The elements are quantities allowing to fit the instantaneous motion of a 
test particle to a temporary ellipse, which is the ellipse that the particle would 
constantly move on if, at a certain time t, all interactions except for the one with 
the central star were instantaneously ‘turned off’. Since in the real problem, 
however, these interactions always exist, it is the values of the elements that 
change in time, i.e. the elements are osculating. However, in many cases the 
use of canonical perturbation theory allows one to define approximate action 
integrals for the Hamiltonian under study. These are quite useful, since they 
serve as labels for the motions of small bodies in the solar system. Such integrals 
are called proper elements (see e.g. Milani and Knezevic (1990), Knezevic et al. 
(2002)). Their computation for an extended catalogue of minor bodies has been 
a central subject in studies of asteroidal dynamics, since they allow to identify 
the so-called families of asteroids, i.e. present-day groups of asteroids which 
are assumed to have originated from one bigger body through, e.g., some past 
collision event. Finally, the diffusion of such bodies in the action space, i.e. 
the space of proper elements, allows one to deduce information on the history, 
or even the chronology of a family (Milani and Farinella (1994), Nesvorny et 
al. (2002, 2003), Tsiganis et al. (2007)). In fact, the study of the long-term 
evolution of the various asteroidal zones (like the main or Kuiper’s belt in our 
solar system) provides clues to restructuring the history of the solar system itself, 
and it is a quite modern subject of study (see, for example, Knezevic and Milani 
2005, Lazzaro et al. 2006).

The derivation of the Hamiltonian formulation of the RTBP is a classical 
topic discussed in all books of Celestial Mechanics (see, for example, Murray 
and Dermott (1999), Morbidelli (2002), or Ferraz-Mello (2007) for some modern 
expositions). Here, we only give some basic formulae, in order to demonstrate 
that this formalism is amenable to the usual book-keeping approach discussed in 
sections 3.1 and 3.2 for analytic Hamiltonian systems containing a perturbation 
with infinitely many Fourier harmonics.
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The starting formula for the description of a test particle’s motion in the 
combined gravitational potential of a star of mass M and a planet of mass m 
moving around the star is

TT p2 GM / 1 rr'A
H — —---------------Gm i-------- - -------2 t \ r — r t 6 / (195)

where p is the momentum per unit mass, r, v' are the positions of the test 
body and of the planet respectively in a fixed heliocentric (=centered around 
the star) system of reference, r is the modulus of r, and G is Newton’s grav
itational constant. In this formula, the terms —GM/r and —Gmf\r — V\ give 
the contribution to the gravitational potential due to the star and to the planet 
respectively. On the other hand, the term -Gmr-r'/r'3 describes the effects 
caused by considering a frame of reference is fixed on the star, which, however, 
itself moves around the common barycenter of the star-planet system.

The elements are now defined as follows: we consider a fixed Cartesian frame 
(t, y, ^ with origin on the star, as well as the plane of the temporary ellipse 
along which on which the test body would constantly move in the Keplerian 
approximation (i.e. if m = 0 in Eq.(195)). The plane of the ellipse intersects the 
plane (t, y) along a line. This is called line of nodes. The nodes (ascending and 
descending) are the points where the ellipse intersects the line of nodes. The 
oriented angle Q between the positive direction of the x-axis and the direction 
of the line of nodes pointing to the ascending node, is called the longitude of 
the nodes. The angle w formed between the direction of the ascending node and 
a line starting from the origin and directed to the perihelion of the ellipse is 
called argument of the perihelion, while the angle w = w + Q is called longitude 
of the perihelion. Finally, the angle u formed between the direction from the 
origin to the perihelion and the direction pointing to the actual position of the 
moving testing particle on the ellipse is called true anomaly, while the angle 
M = n^t — tyf where n = 2tt/T is the mean motion frequency corresponding 
to the period T of motion on the ellipse, and ty is a time when the test body 
passes from the perihelion, is called the mean anomaly. We define also the mean 
longitude A = w + M. The relation allowing to pass from the true to the mean 
anomaly is:

oil 2\ / \
cos(u) = ------------  I V Jvkve^ cos(yM) | — e (196)

' e \ i '\Z7=1 /
oo

sin(-u) = 2 \/l - e2 ^ -\Jp-i(_ve^ - Jv+i(ve)] sin(i/M)

where Jv are Bessel functions, while e is the eccentricity of the ellipse defined by 
(1 — e)/(l + e) = rp/ra, where rp]ra is the ratio of the distances to the perihelion 
and to the aphelion. On the other hand, the distance from the origin to the test 
body is given by:

(197)
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where a is the major semi-axis of the ellipse, 43 i.e. the distance from the center 
of the ellipse to the aphelion. The set of elements is completed by the inclination 
i, i.e the angle formed between the plane (x,y^ and the plane of the ellipse.

43Called, sometimes, also ‘semi-major axis’. But an axis of an ellipse cannot be ‘semi-major’, 
either it is the major or the minor one.

The set of modified Delaunay action-angle variables (A,T,Z) (actions) and 
(A, 7, £) (angles) is now defined by:

A = ^(1 — ^a, A
T = ^(1 — y^a^l — \/l — e2), 7 = —ct (198)
Z = ^(1 — y^a^l — \/l ~ e2)(l — cos í), Ç = —Q

where y = m/M is the mass parameter. The action variables (A,T,Z) are a
measure of the major semi-axis, the eccentricity and the inclination respectively.

In order to find the form of the Hamiltonian (195) in the modified Delaunay 
action-angle variables, we use Eqs.(196), (197), (198) for the test body and for 
the perturbing planet, as well as an equation relating the angle f between the 
position vectors r and r', namely

cos(<(>) = fa — u' + Ct — ct') .

After all substitutions in Eq.(195), and a number of algebraic manipulations 
(described in every detail, e.g. in Murray and Dermott (1999)), we arrive at:

H = + n! N1 - yRVy T, Z, A, 7, C < e', if, X', 7', ^) (199)

where the function R is called the disturbing function of the RTBP and n' is the 
mean motion of the disturbing planet.

The form of the disturbing function, as well as the question of the existence 
of efficient methods to compute its coefficients, is a classical subject in Celestial 
Mechanics. Briefly, the disturbing function has the form

R = ^ (fik^^^g^^^ Z;a',e',i') (200)

ki^^^k^k^,^

x cos(fciA + k^X' + k^y + k^y’ + k^C, + k^Ç^

where the integers (ki, k^, k^, k'^, k^, k^ satisfy the following so-called D ’Alembert 
rules: i) ks, k'^ are even, and ii) ki + k^ + by + k) + k^ + k'^ = 0. Furthermore, 
we have that the coefficient R^,^,k,,,kyk3,k'3 is °f the form:

Rk^^k^k^ (A, T, Z; af e', i') = (201)
^ y(A;a,)rS2/2(e,)s2ZS3/2(z,)s3

S2 71^-2 hs2 71^-2 bs3> 1^3 bs3> 1^31
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where the coefficients Y(Ã;a'^ are determined in terms of the so-called Laplace 
coefficients (see Murray and Dermott 1999).

A case of particular interest that can be studied with the help of the Hamil
tonian model (199) is the case of mean motion resonance (MMR). This refers to a 
resonance between the periods T, T', or the mean motions n = 2ir/T, n' = 2tt¡T 
of an asteroid and of Jupiter respectively. The main elements of dynamics in 
mean motion resonances are reviewed e.g. in Tsiganis (2008). The basic for
mulae are as follows: If we consider an asteroid moving on a Keplerian ellipse, 
according to third Kepler’s law we have a mean motion resonance

kn - (k + qV = 0 (202)

with k, q positive integers when the asteroid’s ellipse has major semi-axis:
/ l \ 2/3

ak,q = Cl ( , ' ) (1 - /¿)1/3 .
V K + q /

The integer k is called the order of the resonance. The value of a^q corresponds 
to a distance (from the Sun) which defines the region of a particular MMR. If 
we define the resonant action-angle variables by:

^ = kX - (k + qffi', A = feT (203)
the Hamiltonian can be shown to take the form (assuming the inclination of 
Jupiter equal to zero, and averaging over short period terms):

Hmmr = ”^2^r -lAk + qY^

- p [ci(^)r + c2(^)eT1/2cos(y) + c3(^)z] (204)

- ^ 52 Cmi,m2,m3(^,r,Z;e')cos(miV’ + m2y + ^^^ .
mi,m2,m3

Under this basic form, the Hamiltonian (204) has been used in many classical 
studies of e.g. the origin of the Kirkwood gaps or diffusion in the main asteroidal 
belt (e.g. Wisdom (1980), (1983), Murray and Holman (1997), Neishtadt (1987), 
Nesvorny et al. (2002)). From the Hamiltonian (204) we see immediately that 
the major semi-axis of the asteroid does not vary significantly, since A = fed/ = 
OffiY Thus, in simplified models we quite often substitute d/ in the coefficients 
ci, C2, c3 as well as in the disturbing function by the constant value d/ k,q = 
(l/fe)^! - ffiak,q.

Under this latter form, the Hamiltonian (204) represents a case of the sec
ond fundamental resonance model (see footnote 7). In particular, denoting 
c* = 01(4//,;^), C2 = C2^k,qY the term c*T can be thought of as representing 
a harmonic oscillator Hamiltonian. However, due to the presence of also a term 
~ T1/2, the ‘equilibrium’ position of this oscillator is shifted with respect to 
the value T = 0. This is seen most easily if we pass to the so-called ‘Poincaré’ 
(or cartesian) variables X = V2Tcosy, Y = V2Tsiny, in view of which the 
oscillator part of the Hamiltonian takes the form
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implying that the equilibrium point is at Aq = — c^e'/^c* V2). This non-zero 
equilibrium position represents now a ‘forced eccentricity’, i.e. the orbit of the 
asteroid at the equilibrium position has a certain eccentricity induced essentially 
by the effect of Jupiter’s eccentricity. The value of the forced eccentricity is 
e^lA-ol/Kl-^K,)'/*. ' '

It is now possible to define book-keeping rules for a treatment of the Hamil
tonian (204). The key point is that the analyticity properties of the Hamiltonian 
result in that the coefficients Cmiim2 exhibit exponential decay with respect to 
the modulus |m| = |w| + |m-2| + |m-3|. In fact, one can see that trigonometric 
terms of the form cos(m,i^ + m.27 + msQ can only contain powers F^Z^/2 
with s > |m-2|, p > Im^j. Thus, in the former case we have powers of a small 
quantity proportional to the asteroid’s eccentricity, while in the latter case we 
have powers of a small quantity proportional to the asteroid’s inclination. In 
summary, a simple book keeping rule for the Hamiltonian (204) is:

Book-keeping rule for the MMR Hamiltonian: i) Introduce a factor 
A0 in the first two lines of Eq.(204). ii) introduce a book-keeping factor A1+s+p 
in front of any trigonometric term of the third line of Eq. (204) with a monomial 
coefficient rs/2Zp/2.

5.2. Hamiltonian models of axisymmetric galaxies (or other axisym
metric gravitating bodies)

The gravitational field generated by a number of different astronomical or as
trophysical objects can be well approximated by an axisymmetric gravitational 
potential, i.e., a potential of the form V = E(r, 2) in cylindrical coordinates 
(r,(j), z') (z =axis of symmetry). Examples of such bodies are: i) axisymmetric 
galaxies, and ii) oblate stars or planets. The orbits around such bodies can, to 
some extent, be described by common forms of canonical perturbation theory.

We will refer, in particular, to the case of the orbits of stars in an axisym
metric galaxy. The orbits in the equatorial plane are described by a Hamiltonian 
of the form

^o = ^ + ^ + W) (205)

where Vb(r) = V(r, z = 0), and pg = Lz = const is the component of the angular 
momentum along the axis of symmetry, which is a preserved quantity. Due to 
this, the Hamiltonian (205) can be considered as of one degree of freedom, with 
pg = Lz as a parameter. All the orbits are rosettes moving in an annulus between 
a pericentric and an apocentric radius (see Efthymiopoulos et al. (2008) for a 
review of the various types of orbits in axisymmetric galaxies). The quantity

Veff (r; L|) = L2/2r2 + I/0(r)

is called effective potential. For a fixed energy E, the pericenter and apocenter 
radii (rp, ra respectively) are defined by the two roots for r of E = Vejj(r, L2\ 
These are joined at the radius rc of the circular orbit which corresponds to the 
minimum of the effective potential, i.e. the root, for rc of the equation

L2 dVo(rci . .
---- T , = 0 • 206) ri dr
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The radial period (= time it takes to go from pericenter to apocenter and back 
to pericenter) is given by Tr(E,Ll) = 2 f^a^'^[2{E — Vb(r)) — I2Jr2\ ^2dr. 
The quantity k = 2tx(T. is called epicyclic frequency. For orbits not far from 
circular, k is the frequency of (harmonic) radial oscillation close to the minimum 
of the effective potential at r = rc. Then

(P^W^ 3 dVo^r^
dr2 rc drc

On the other hand, the angular velocity of circular orbits is given by

Mdwjy/2 
c \rc dr /

(207)

(208)

The frequencies Q(rc) and K^r^ are the basic frequencies of the so-called ‘epicyclic 
theory’ of orbits. In this theory, nearly circular orbits are described as the com
position of two independent motions, namely a circular motion of the guiding 
center, with frequency ^l(rc^, and an oscillation in both the radial and angular 
directions, with frequency k(tcY

If we now consider orbits off the equatorial plane, the Hamiltonian takes 
the form

r 2
H^ + ll + ^ + Vtim . (209)

2 2 2r¿
K basic form of canonical perturbation theory arises from developing the 

Hamiltonian (209) around the coordinates r = rc, z = 0 characterizing the 
circular orbit with given angular momentum L-. We introduce the variables 
q\ = r — rc, q^ = z, and notice that

Lj dWc,^ = 
r^ dr "

(condition (206) of the circular orbit), and

dF(rc,0) _ 
dz -

(condition of zero perpendicular force on stars whose orbits lie in the equatorial 
plane). The series expansion of (209) around r = rc, z = 0 now yields (apart 
from a constant)

2 2 i i oo s

~ 2 2 2^i ^i + 2^292 + / v / v VSiCiq1q2 (210)
s=3 d=0

1 ds Í L2 \
^s'd (s — ciy.d'. ds^drddz \2r2 "*" ^ ’ /

where uq = k as given by Eq.(207), and W2 = (d2V (rc,0^/dz2^2. The Hamil
tonian (210) is a polynomial series in the variables (qyqiY In fact, the third
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order truncation of the Hamiltonian (210) has a special place in the historical 
development of galactic dynamics, since it is the Hamiltonian function for which 
a ‘third integral’ (besides the energy and the angular momentum) was computed 
by Contopoulos (1960). Also, after a linear transformation this Hamiltonian re
duces to the celebrated Hénon - Heiles model, on which the applicability of the 
‘third integral’ was checked for the first time by numerical integrations (Hénon 
and Heiles, (1964)).

We can show now that the Hamiltonian (210), when transformed into action 
- angle variables, displays exponential decay of its associated Fourier coefficients. 
In order to introduce action - angle variables, we observe that the lowest order 
approximation of the Hamiltonian (210) corresponds to a 2D harmonic oscillator 
motions with frequencies uq and uq- The harmonic oscillator action - angle 
variables are introduced via the canonical transformation

Qi = sin ^>¿, pi = y^ãpTi cos <j>i, ,¿ = 1,2 (211)

in view of which the Hamiltonian (210) takes the form

will +1^2/2 (212)
00 s (e^1 - e

s=3 cl=0
V 2¿

e»é2 _ e-«<A a s—d

Consider a Fourier term e^kl^1+k2^. It is straightforward to see that in the sum 
of the r.h.s. of Eq. (212) such a term appears first at the order s = | &i | +1 &21, with
coefficient Vj^|+|^2 I (^/^3^2^'^2'^'^2' ^1 'fcl^2^2 \k2^21^1^21^2^2. Since higher
order contributions are smaller in size, we may use the above expression as an 
estimate of the total size of the coefficient of the Fourier term e^k*+k2^. For 
further simplification, we may consider the two frequencies uq, uq of similar 
size and substitute them by their mean u). Finally, we note that the original 
Hamiltonian expansion (210) is, in general, valid within a domain of convergence 
given by the inequalities \qt\ < po, \pi\ < po, i = 1, 2, for some constant po > 0. 
Thus, there is a positive constant A such that

OO s OO s

EEi^iiAteM^EE kili'l92l5 11

This implies that for the Fourier coefficient H^^ of the term e1^*^2^ in 
the Hamiltonian (212) we have an upper bound estimate

IH^ y2 I < G^ y2

with

where |fc| = |fci| + |&2|- However, recalling that the action variables themselves 
represent oscillations with respect to an equilibrium point of the Hamiltonian

1^11/2 r|M/2
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(212) (which corresponds to the equatorial circular orbit), the expansion in this 
Hamiltonian is valid for orbits whose action variables Ii and I2 remain always 
small enough so that the original canonical variables 91,92^1^2 remain within 
the domain or convergence defined by po. This happens in a polydisc defined by 
two inequalities of the form |7¿| < Zo,¿, v = 1,2, where Zo,¿ are positive constants. 
Thus, defining Iq = min{Zo,i, ^0,2} we arrive at

Gk^ ,ks

or
\Hkly2\ < Ae CT|fc| with

2 \ Vo /
(213)

Eq.(213) clearly shows that the exponential decay of the Fourier coefficients 
of the Hamiltonian (212) is steeper in smaller polydiscs in the action space, i.e. 
for smaller values of Zq. As a result, the most natural choice of book-keeping in 
the Hamiltonian (212) is in ascending powers of the action variables, namely:

We note that the terms of degree s/2 in the actions (or s in the original ‘Poincaré’ 
variables (q,p^ acquire a book-keeping factor A,s2. The reduction of the expo
nent by two is done for algorithmic convenience, i.e., in this way the harmonic 
oscillator terms are of order 0 in A, the cubic terms of order 1, etc. In fact, 
the same rule can be applied in more general polynomial Hamiltonian models 
appearing in various contexts besides galactic dynamics.

5.3. Hamiltonian models in barred-spiral galaxies

Consider a disc galaxy with a rotating ‘pattern’ figure, i.e. a set of spiral arms, 
or a bar, rotating with uniform angular speed Q^. In cylindrical coordinates 
(r, 6, z), the gravitational potential on the disc plane takes the form

F(r, 0, ^ = 0) = Vq^ + Hi(r, 0) (215)

where Vb accounts for the gravitational effects of the axisymmetric disc compo
nent, and Ei(r, 0) for the gravitational effects of all non axisymmetric features 
in the disc (i.e. the spiral arms or the bar) of the galaxy. The reader is deferred 
to (Efthymiopoulos (2010)) for a tutorial presentation of how, starting from ob
servations of a disc galaxy, the decomposition of the potential in components of 
the form (215) can be realized in practice.

It is convenient to express the component Ei(r, 6) in terms of its Fourier 
decomposition

00
Fi(r,0)= £ VmWm9 . (216)

m=—00
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One has ImfVm^ = — Im(V-m) for Vi to be a real-valued function of its (real
valued) arguments.

Let rc be a fixed radius. We consider epicyclic motions around rc as viewed 
in a rotating frame with angular speed np, when a non-axisymmetric ‘pattern’ 
rotates on the disc with the same speed. In the rotating frame, the pattern ap
pears always at the same place. Thus, the time-dependence of the gravitational 
potential disappears at the cost of introducing centrifugal and Coriolis forces. 
The total Hamiltonian can be written as:

W,0,Pr,w) = ^ + ^-^ + W) + E Mr^ . (217)

In (217), 9 denotes the angular position of an orbit with respect to a fixed 
axis (0Q = 0) in the rotating frame, i.e. the axis co-rotates with the pattern. 
However, pg is the angular momentum per unit mass along an orbit (with respect 
to the center) as measured in the rest frame (this, despite the fact that (217) 
describes motions in the rotating frame; pg defined as such preserves its canonical 
conjugate relation with 9f

We now define action-angle variables for the above Hamiltonian to describe 
local motions around rc. The pair (9,pg^ in (217) is already an angle-action 
pair. As in subsection 3.4, a second pair (9r,Jr^ can be defined for epicyclic 
oscillations via the canonical transformation (r,pr) —> (9r, Jr) given by

pr = (2k(7'c) Jr)1/2 cos 9r (218)

Setting Jg = pg — Q(rc)r2, the variables (0, J#) are still canonically conjugated.
Substituting the above expressions into Eq.(217), and Taylor-expanding 

with respect to rc brings the Hamiltonian to the form (apart from a constant)

H(0r,0, Jr, J6) = KcJr + ^| Jy2 + (Qc - ^p)Jg (219)

oo oo

+ E E F^t^V^^ 
m=—oo n=—oo

where kc = nfrcf Qc = Cl(rcf It is readily seen that the coefficients Fm<n are of 
the form

Fmpi{Jr, Jq) — Fq ^Jci JrfJg + F2,m,n^J c"i Jr^Jg

where
F3pp = o, j = 0,1, 2

d\n\+2kV0(rc) 
dr^+2k

(-l)H+2k(|n| + 2fc + l)!Q2 
9„Jnl+2k—2

|n|+2fc n ^ 0
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Fi,O,n = ^Bnk 
k=0

(-l)H+2fc(|n| + 2fe + l)!
O„J”l+2fc+2

n ^ 0

Fl^mvn — F2,m,n — 0, 71 ^ 0, 77?. ^ 0

aw^Vm^ 
dr^

ti ^ 0, m.^ 0

and the coefficients B^ are

(sg7i(7i)2-¿)l”l+2fcA;!(|7i| + fe)!

The key point to notice in Eq.(219) is that the basic frequencies kc and Qc — Qp 
depend on the reference radius rc in a continuous way. Thus, as rc increases, 
infinitely many different resonant combinations k]_nc + k2^c ~ Qp) = 0 are 
encountered.

In subsection 5.4 we will examine an example of implementation of resonant 
normal form theory in the Hamiltonian (219), in the case of the so-called inner 
Lindblad resonance, where Q(rc) — flp = n(rc)/2. We will see that the theory 
is able to predict the form and orientation of a family of elliptic-like periodic 
orbits, whose superposition provides the basis of the so-called orbital density 
wave theory (Kalnajs (1971), Contopoulos (1975)).

Regarding the book-keeping rules for the Hamiltonian (219), following an 
analogous procedure as in subsection 5.2 it is straightforward to show that the 
coefficients of the Fourier development in the second line of Eq.(219) exhibit 
exponential decay with respect to the Fourier order |fe| = |n| + |tt?.|. It follows 
that the most natural choice of book keeping in (219) goes with powers of the 
action variables, i.e. we have the following book-keeping rule:

Book-keeping rule for the Hamiltonian 219: introduce a factor A1+s+p 
in front of any Fourier term in the second line of Eq.(219) with coefficient de
pending on the monomial J^J^2 •

The term Jg/2r^, on the other hand, can be book-kept either as O(A°) or 
as (^(A1), according to whether or not, depending on the application, we want 
its inclusion in the Hori kernel of the corresponding homological equation.

In a number of applications, and in particular in the investigation of the 
so-called ‘edge-on’ profiles of disc galaxies, we are interested also in examining 
motions perpendicularly to the disc. The 3D motion of stars is accounted for by 
the Hamiltonian:

2 2 2 00
H(r,9,2,pr,pe,p^ = ^ + ^ + ^-LlPpe + V0(r,2H V ^^Fm6 . 

m=—oo
(220) 

We assume the potential to have an even symmetry above and below the disc 
plane and to be smooth at £ = 0.
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The starting point for the study of 3D orbits is the set of circular equatorial 
orbits under the axisymmetric potential Vb(r, z\ Let rc be the radius of a 
circular orbit. Proceeding as in the 2D case, we Taylor-expand (220) around 
r = rc, z = 0. Defining

k2(a) = (221)

as well as an action-angle pair of variables for vertical oscillations via

/ / 2 J- \ ^^2
p~ = (2k2(rc)J-)1/2 cos 0-, z = —sin6*2, (222)

\Wc)/

the Hamiltonian (220) resumes the form

H^9ri 9. 9Z1 Jr^ Jq^ J^ = k,cJt + Çílc ^p^Jo H- ^zcJz H- 2^2 ^
00

+ 52 Fm,n,9(JnJ6,Jz)e^6^
im| + |n| + |i/|=0

where k2C = K^rd-
Similarly to the 2D case, the coefficients Fm.n^ are polynomial up to second 

degree in Jg, while they are semi-polynomial, i.e. of half-integer powers s/2, s'/2 
in Jr and J- respectively. Expressions similar to Eq.(219) hold, while the book
keeping is implemented by the same rules as for the Hamiltonian (219).

5.4. An example: Resonant dynamics in the inner Lindblad reso
nance and the density wave theory of spiral arms

The stellar dynamics of disc galaxies is a classical topic of dynamical astronomy 
(see Contopoulos (2002) for a review). Here, we will discuss one particular aspect 
of this topic, namely the study of the motions of stars in the neighborhood of 
the so-called inner Lindblad resonance. This study is essential in understanding 
the form and structure of rotating spiral arms in normal disc galaxies, or of the 
inner parts of a rotating bar in barred galaxies.

In the previous subsection we presented the main features of the Hamilto
nian formalism of the so-called epicyclic theory of motions in a disc galaxies. The 
epicyclic approximation is justified when the motions of stars in a disc galaxy 
are not very far from circular motions. If we assume that a galaxy contains a 
rotating figure, like a set of spiral arms, revolving with constant angular speed 
Lip, then we can define disc resonances by commensurability relations between 
the basic frequencies of the epicyclic theory. In a frame rotating with speed flp, 
the disc resonances are defined by

Q - o = — k , (224) 
m

where Q and k are the angular velocity of the circular orbit and the epicyclic 
frequency respectively, defined in subsection 3.6.
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The following are the most important disc resonances: for n = 1, and m = 2 
we have the inner Lindblad resonance (ILR). For n = — 1 and m = 2 we have 
the outer Lindblad resonance (OLR). Finally, for n = 1 and m —> oo we have 
corotation, otherwise defined by Q = Clp. It is important to recall that: i) Q 
and k are functions of the radial distance r on the disc, thus, these resonances 
occur at particular distances from the center (plus or minus some ‘width’ A?' 
associated with resonance width, see subsection 3.3). ii) The location of all 
resonances depends on the pattern speed Clp. However, the pattern speed is one 
of the most difficult quantities to determine observationally. Thus, one may use 
information from resonant theory in order to proceed the other way around, i.e., 
estimate the pattern speed from other observable features of resonances. This 
is one of the central questions of research in galactic dynamics regarding disc 
galaxies.

In the basic formulation of resonant perturbation theory for disc galaxies 
(see e.g. Contopoulos (1975, 1978) and (2002, pp.436-460)) we start from a 
Hamiltonian of the form (219) and aim to transform it into a resonant normal 
form using a procedure of canonical transformations similar to those examined 
in subsection 2.9 and 3.3. The new Hamiltonian Z(6'r, 6', I'r, I'e^ contains only 
terms which are either independent of the angles, or depending on them through 
trigonometric terms with arguments of the form ki6r + k20 (or multiples), where 
(ki, 1,2) is a resonant wave-vector corresponding to the particular resonance un
der study. Under the form of the new Hamiltonian it is possible to explain 
the main features of the orbits in the associated resonant domain by analytical 
means.

In the case of the Inner Lindblad resonance, using resonant theory we can 
find the form and orientation of the basic stable periodic orbits existing in a large 
domain of the disc. In the case of spiral galaxies, we find that the main periodic 
orbits have a shape of elongated ellipses with a major axis changing orientation 
when considering orbits further and further away from the center. Then, the 
superposition of these orbits creates a response density which accounts for the 
observed spiral arms. This configuration, of ‘precessing ellipses’, conceived in 
the early works of Lindblad (1940, 1956, 1961), was given a concrete form by 
Kalnajs (1973), and serves as the basis of the orbital version of the so-called 
density wave theory (Lin and Shu (1964), see Bertin (2000) and Binney and 
Tremaine (2008)).

A numerical example of this mechanism is shown in Figure (17a). The de
tails of this figure are explained in (Efthymiopoulos (2010)), and a brief summary 
is given below. Essentially, the figure shows the predictions of resonant normal 
form theory regarding the shape of the periodic orbits in a particular model (see 
Efthymiopoulos (2010)). We see that the orientation of the orbits changes in a 
way so as to support a density wave, i.e. a local enhancement of the density 
traveling within the disc (when viewed in a fixed frame). In fact, the stars go in 
and out of the wave as they move with much higher angular velocities than the 
pattern itself. However, as there are many stars distributed all along any of the 
periodic orbits of Fig.(17a), the pattern is maintained invariant in time, being 
at every snapshot composed by different stars.

The main question regards the so-called self-consistency of such a mech
anism, namely whether the response density produced by the combination of
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Figure 17. (a) Spiral density wave formed by periodic orbits beyond the 
Inner Lindblad Resonance in the model considered in Efthymiopoulos (2010). 
(b) Termination of spirals at the 4:1 resonance due to nonlinear effects which 
imply that the periodic orbits do not support the spiral arms beyond this 
resonance (after Contopoulos and Grosbol 1986).

‘precessing ellipses’ can match the imposed density upon which the calcula
tion of periodic orbits was based. This question was examined in (Contopoulos 
(1985), Contopoulos and Grosbol (1986), and Patsis et al. (1991)). The main 
conclusion is that a self-consistent model of the above type can be maintained 
up to a distance a little before corotation, i.e. up to the 4/1 resonance, (see 
Fig.17b).

We now give the main features of the resonant normal form theory leading 
to a figure like Fig.17a. Our purpose will now be to compute a resonant normal 
form, and employ it in order to identify periodic orbits which are the continua
tions of circular orbits of the axisymmetric problem in the 2:1 resonant domain. 
We implement the following steps:

i) Hamiltonian expansion. We fix first a value of the radius rc of a circular 
orbit of the axisymmetric problem near the ILR. The main features of the orbits 
are found by Taylor-expanding the Hamiltonian around rc up to fourth degree 
in r — rc, and by using the expressions (218). Then, starting from (219), the 
following Hamiltonian is arrived at:

Hc + U>TJT + UjJg + C2qJ^ + CwJTJg

CtoJe + C-TvJrJe + c22=/r ^6 + • • • + Hyp^Jg" JTl B(f

ÇcldJ^2 + dC3J^2 + • • •) cos(0r — 20) 

(dsiJ^2 + ds3J^2 + ...) sin(0.r - 20)

(225)

Htf^-O^^
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—yAA'^'c) sin <A(7’C) + As (74)^2(74) cos <(>2(74)] (226)

The first two lines in (225) are produced by the ‘unperturbed’ part of the 
original Hamiltonian p.2/2 + pg/2r2 — QpPo + Vo(r). In fact, they come from 
the Taylor expansion of this part around rc (see formulae after Eq.(219)). The 
function Hqf contains all terms from this Taylor expansion which depend on the 
epicyclic angle 6r. The subscript ‘F’ stands for ‘fast’, since under the dynamics 
induced by this Hamiltonian term all angles rotate with a fast frequency.

An important remark is that the linear term (r — rc^ -x J^2 appears in 
Hqf only as a combined product with Jg or Jg. This is because the linear term 
[—Q2?’c 4- Vq(7v;)](f — rc) in the Taylor expansion is exactly equal to zero by the 
circular orbit condition. This implies that no ‘low order’, i.e. O(J^2), terms 
can appear in the first two lines of (225).

By contrast, such terms do appear in the next two lines which are produced 
by Taylor expanding the spiral potential, which is of the form Vs = As(r) cos(20— 
^2(7')), around rc. In particular

1

dsi = —-^-TyAA^rG) cos ^2(rc)-As(7y)<(/2(7y)sm^

and we notice that the coefficients dc± and dsi are non-zero only if the non- 
axisymmetric perturbation is non-zero. We note here, in passing, that due to 
the form of Eq. (225), the dynamics in the inner Lindblad resonance represent a 
case of the ‘second fundamental resonance model’ (see footnote 7 and references 
therein).

Finally, similarly to Hop, The function Hyp contains all terms due to the 
spiral perturbation which do not contain resonant (‘slow’) trigonometric argu
ments, but also some higher order resonant terms that are included in the normal 
form at higher normalization orders.

The presence of the OuV^W'"1 i!ii terms in the hamiltonian (225) pro
duces an important physical effect, namely the fact that the periodic orbits aris
ing as a continuation of the circular orbit in the perturbed case necessarily have 
a ‘forced’ ellipticity, caused by a forced epicyclic oscillation. As explained in Ef
thymiopoulos (2010), this phenomenon of ‘forced ellipticity’ (a term introduced 
first by Kalnajs (1973)) is analogous to the phenomenon of ‘forced eccentric
ity’ in motions at mean motion resonances in the restricted elliptic three body 
problem.

In the case of the Hamiltonian (225), a measure of the ‘forced ellipticity’ is 
the value of the epicyclic action Jr for periodic orbits in the resonant domain. 
This is found by an analogous procedure as above, namely by the subsequent 
steps:

ii) Hamiltonian normalization. By performing a canonical transformation 
(using e.g. the Lie method) we eliminate in the transformed Hamiltonian all 
terms included in Hop and Hyp which are not in normal form. The new canonical 
variables are O(Aq) deformations of the old ones, where Aq is the amplitude of 
the spiral perturbation. Since Aq is assumed small, we will refer to the new 
canonical variables using the same symbols as for the old ones. In numerical 
simulations, we often neglect the O(Aq) corrections and replace numerical values
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of the old variables as if they were the same with those of the new variables. 
With these simplifications, the resonant Hamiltonian takes the form (apart from 
a constant Hc(

2 2 2 2Hres = U)rJr + U)Jg + C20«/r + CnJrJg + Cy^Jg + c21^r J@ + C22^r Jg + • • •
+ (dciJ^2 + dc^J^2 + ..

+ ^dsi J^2 + ds^J^ + • •

.) cos(0.r — 20)

sin(0.r — 20)

(227)

Since H, was omitted, the numerical value of Hres for a circular orbit when the 
coefficients dc, ds are zero, i.e., the spiral perturbation is ‘turned off’, is equal to 
zero. We will look for periodic orbits in the full Hamiltonian (227) for the same 
value of the energy (Jacobi constant) i.e. Hres = 0. Introducing the resonant 
variables -0 = 6r — 29, Jp = Jg + 2Jr (the index F stands for ‘fast’), the pairs 
(-0, Jrf (0,Jf) are canonical (it is useful to remember the correct ordering of 
variables in this canonical transformation, namely (9r, 9, Jr, J) —> (0, 0, Jr, Jp^Y 
The resonant Hamiltonian in new variables reads:

Hres = (wr — 2w) JT + U)Jp + (C2O — 2cn + 4cq2^Jt + (cn — ^c^Jr-Jp 
+ C^Jp — 2C21J^ + C21J? Jp + 4c22Jt + c22Jr Jp* — 4c22Jr Jf (228) 
+ ÇdciJ^2 + dC3J^2^ cos-0 + ÇdsiJ^2 + dS3J^2^ sin-0 .

iii) Position of the periodic orbits. Setting the numerical value Hres = 0, 
and considering a constant value Jp = const, the Hamiltonian HTes can be 
considered as describing the evolution of the one degree of freedom system of 
the canonical pair (-0, JrY Periodic orbits correspond to the equilibria of this 
system, since then the motion takes place on the ‘one-torus’ (= periodic orbit) 
defined by Jp = const. The periodic orbits are then found by the roots for Jp, 
JT, '0 Of

Hres = 0, 0 = —= 0, jr 
oJr 90

= 0 . (229)

The following simplifications allow to analytically approximate the roots Jf, Jp, 
0* of the system (229):

1) to estimate Jp* we use the lowest order terms of the first of equations 
(229). That is

(u)r — 2w) J* + wJp + J*1/2 (dci cos-0* + dsi sin-0*) ~ 0

J0 ~ — — (wr — 2w)Jf + J*1/2 (eld cos-0* + dsi sin-0*) (230)

2) We substitute the above expression into the second and third of equations 
(229) and solve simultaneously for Jf, 0*• It can be shown (Contopoulos (1975)) 
that, depending on the model and examined value of rc, one or three roots 
(0*, J*) can be found. If one root can be found, this defines a periodic orbit 
called xi (this nomenclature follows from the Poincare canonical coordinate x* =
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^2J* cos N corresponding to the unique fixed point). In this case, varying rc 
so as to cross the radius of one ILR changes the number of roots from one to 
three. The two new roots generated at such a transition are called ti(2) (stable) 
and ti(3) (unstable). We use a different nomenclature in cases where there are 
two ILRs and rc is in the interval between them, in which case the new periodic 
orbits are called t2 (stable) and $3 (unstable). In either case, if we neglect the 
terms of order O(J^2) or higher in (228), the roots for 0* are defined by:

dsi H((7y)cos02(7y)-Hs(rc) 0'2(rc) sin 02(rc)t o q nil -- ---- -- -----------------------------------------------------------
del A's (rc) sin 02 0L) + As (rc) 0'2 (rc) cos 02 (rc) (231)

where we recall that 02(rc) = 21n(rc/a)/ tan(zo) in our model. Now, we have

As(rc>'2(rc)
A'SW

1
tan-¿o(l - Tces)

1

for ¿0 equal to a few degrees, thus the second terms in both the numerator and 
denominator of the r.h.s. of (231) are more important than the first order terms. 
Thus sin[0* + 02(rc)] ~ 0. The error in this relation is, again, O(Aq). The final 
result is that '0* ~ — 02(rc) or 0* ~ —02(rc)+7r, i.e., as rc increases, the angle 0* 
‘precesses’ by closely following the same law as the phase of spiral arms 02(rc). 
It should be stressed that this is not a precession in time of one orbit, but a 
geometric shift of the apsides of different orbits belonging to the same family, 
which arise by implementation of the above theory for different values of the 
‘reference radii’ rc.

To accomplish the task of determining periodic orbits, Eq.(231) has two 
solutions, which differ by tt. Substituting one of them into the third of Eqs. (229), 
and ignoring terms of order O( J^ or higher, we obtain a cubic equation for >/jf. 
In our case, this equation has three real roots if rc is beyond the outermost ILR. 
For one of the angles 0*, the three roots are one positive and two negative, 
while, for the other, two roots are positive and one negative. In total, there 
are three positive roots for x/Jf yielding three distinct positive values J* for 
which the resulting orbit is periodic. The key point is that we must always 
focus on the value of 0* for which the stable orbit generated after the outermost 
ILR is closest to the circular orbit of the axisymmetric case. For this orbit the 
epicyclic action J* is an increasing function of the spiral amplitude Aq. For J* 
we have the estimate J*1/2 ~ Aoff^r — 2w). This scaling law quantifies the 
‘forced ellipticity’. In fact, the ellipticity of the periodic orbit is due to the fact 
that its non-zero value of the epicyclic action J*, which enforces an in-and-out 
motion of the orbit from the circle r = rc, is induced by the spiral amplitude 
Aq. Furthermore, as rc increases, the difference (wr — 2w) also increases, thus 
the ellipticity of the periodic orbits decreases as we move away from the ILR. 
It should be stressed also that this simplified analysis breaks down also very 
close to the ILR, where the denominator of the previous scaling law tends to 
zero. However, it is possible to obtain the form of the periodic orbits by an 
alternative way, namely by computing a local non-resonant normal form, setting 
Jr* = 0 and Jg* equal to the value of the angular momentum corresponding to 
the circular orbit in the axisymmetric case. Then, the form of the periodic orbits 
in the perturbed problem is found directly from the canonical transformation
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connecting the action variables before and after the computation of the non
resonant normal form.

Figure 17a shows the combined effect of all previous phenomena, which will 
be called the ‘precessing ellipses’ mechanism of generation of spiral density waves. 
This figure shows a precise calculation of periodic orbits as described in the above 
steps for the model introduced in Efthymiopoulos (2010), and for the adopted 
parameter set in Fig. 4c of that reference. The theoretical periodic orbits are 
described by the equation (in polar coordinates) r — rc = (2 J*/nc) sin(0* + 20), 
where 0* and J* are calculated on a grid of values of rc in the range tilr < 
rc < l.Grji,^. We see that the gradual variation of 0* essentially follows the 
phase of the imposed spirals. This fact causes a gradual re-orientation of the 
elliptical periodic orbits in a way so as to produce a ‘response density’ appearing 
enhanced exactly on the locus of the imposed spiral arms.

Regarding the termination of spiral arms supported by the above mecha
nism, the main effect is due to the presence of higher order terms in the ex
pansions of the resonant Hamiltonian (227). Due to such terms, it turns that 
the shape of the so-resulting periodic orbits is no longer elliptic, but follows 
essentially the shape imposed by the kind of epicyclic resonance n : 1, where 
n increases as rc approaches corotation. The most important nonlinear effect 
is produced close to the 4:1 resonance (Contopoulos and Grosbol (1986, 1988), 
Patsis et al (1991). A numerical calculation shows that the resulting periodic 
orbits should have a rectangular shape (Fig. 17b). This fact prevents the re
sponse density from supporting the self-consistency of the spiral arms beyond 
the 4:1 resonance, and the conclusion from this type of approach is that main 
bisymmetric open spiral arms in normal galaxies should terminate at the 4:1 
resonance (only weak extensions can survive up to corotation, see Patsis et al. 
(1991)). '

6. SUMMARY

The present article deals with some topics of canonical perturbation theory, 
as well as with applications of the latter in problems of stability and (weakly) 
chaotic diffusion in systems appearing in the framework of dynamical astron
omy. The focus is on giving concrete examples of implementation of various 
normal form techniques, stressing the practical and/or computational aspects, 
and providing (in most examples) sufficient detail in order to facilitate self-study. 
We summarize below, in form of a ‘practical guideline list’, the main methods, 
techniques, and applications of normal forms discussed in the present text.

1) In subsection 2.3 we introduced the main algebraic technique used through
out this tutorial for performing near-identity canonical transformations needed 
in normal form computation. This is the technique of Lie series, whose merits 
are explained in the same subsection.

In subsection 2.4 we discussed an algorithmic technique, called book-keeping 
which greatly facilitates the practical computation of normal forms and the de
velopment of computer-algebraic programs for this purpose. It was explained 
how the book-keeping process, which reflects an evaluation of the importance
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of various terms in the original Hamiltonian to the dynamics, influences also 
purely algorithmic aspects of a normal form construction. It was discussed how 
to develop book-keeping schemes maximizing algorithmic convenience.

2) In subsections 2.4 to 2.7 we presented the main elements of a Birkhoff normal 
form, using , as an example, the theoretical computation of rotational tori in a 
perturbed pendulum model. We described (subsection 2.6) the practical aspects 
of this computation, which allows to find i) approximate integrals of motion, and 
ii) the form of the invariant tori (or invariant curves) in open domains of the 
action space. We stressed however (subsection 2.7) the asymptotic character of 
the Birkhoff series, implying that there is an optimal normalization order beyond 
which the method yields worse instead of better results. We then introduced the 
notion of the remainder of a normal form Hamiltonian, which gives a measure 
of the deviations of the true dynamics from the theoretical dynamics computed 
via a normal form.

3) In subsection 2.8 we presented the Kolmogorov normal form, making again 
reference to a concrete example. We demonstrated that, contrary to the Birkhoff 
normal form, the Kolmogorov normal form is convergent for sufficiently small 
values of the perturbation parameter. This convergence forms, in fact, the basis 
for proving Kolmogorov theorem for the existence of invariant tori in nearly- 
integrable Hamiltonian systems. We explained how this convergence arises by 
examining the effects of the accumulation of small divisors in this case. Fi
nally, we emphasized that in practical computations the Kolmogorov normal 
form can be used in order to find a convergent series representation of the mo
tion on just one invariant torus (for some fixed choice of frequencies), instead 
of an open domain, as in the case of the Birkhoff normal form. This limitation 
notwithstanding, the Kolmogorov normal form allows to recover the form of 
quasi-periodic solutions on a torus with an arbitrary accuracy, while Birkhoff’s 
method cannot have an accuracy better than the size of the remainder at the 
optimal normalization order, which is finite.

4) In subsection 2.9 we examined the construction of a resonant normal form. 
This was used in order to obtain the local phase portraits in domains containing 
islands of stability. Also, the resonant normal form was used to estimate how 
the size of an island scales with e.

5) In subsection 2.10 we introduced the hyperbolic normal form due to Moser 
(1958), using again a concrete example. It was shown that by this normal form 
it is possible to compute the position and a periodic series representation of an 
unstable periodic orbit, and also to compute (up to some extent) the stable and 
unstable invariant manifolds of the same orbit. We then discussed an extension 
of the method, allowing to compute the position of homoclinic points where the 
stable and unstable manifolds intersect each other. We finally explained why 
the method continues to be successful in the regime of strong chaos.

6) Section 3 deals with systems whose Hamiltonian contains infinitely many 
Fourier harmonics already at first order in the small parameter e. In this case, it 
was explained how to perform book-keeping, by splitting the Fourier series of the
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original Hamiltonian in groups of Fourier terms of different order of smallness. 
It was shown that such a splitting is naturally suggested by the consequences 
of the Fourier theorem on analytic functions, which implies that the Fourier 
coefficients decay exponentially with increasing Fourier order. Finally, we gave 
two concrete examples of how to implement book-keeping in this case, one for a 
resonant normal form, and one for the Kolmogorov normal form. As an applica
tion, in the former case we computed a critical value of e at which a resonance 
overlap criterion is fulfilled for the system under study.

7) Section 4 presents the relation between resonant normal form theory in sys
tems of three degrees of freedom and the phenomenon called Arnold diffusion. 
This includes a discussion of the role of convexity in the relevant phenomena, 
as well as some reference to the relation between the original model introduced 
by Arnold (1964) and the Hamiltonians found by resonant normal form theory. 
However, we also give a concrete example of visualization of Arnold diffusion 
using appropriate variables constructed via a resonant normal form.

8) Finally, in section 5 we provide some basic formulations of Hamiltonian func
tions in action-angle variables for three problems of central interest in dynamical 
astronomy. These are i) the restricted three body problem (with a particular 
application in the case of mean motion resonances in the solar system), ii) the 
Hamiltonian in axisymmetric non-rotating galaxies, and iii) the Hamiltonian in 
rotating barred-spiral galaxies. In all cases we give explicit formulae for the 
corresponding Hamiltonian functions, supplemented by a discussion of how to 
perform book-keeping in normal form computations in each case. The section 
closes with one example from resonant normal form theory in the inner Lindblad 
resonance in disc galaxies, which leads to the derivation of a theoretical model 
for the orbits supporting a ‘density wave’ form of spiral arms.
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Appendix: Optimal normalization order

In Efthymiopoulos et al. (2004) a method was proposed on how to practically 
estimate the growth of the size of the remainder function in a Birkhoff nor
malization procedure with Lie generating functions. This method relies upon 
carefully examining the accumulation of small divisors in the series terms; see 
also classical ’’constructive” proofs of either the Kolmogorov or the Nekhoroshev 
theorems (e.g. Giorgilli 1999, and references therein for a review, or Giorgilli 
and Locatelli 1997) based on a similar approach. We now examine how the 
same method applies in the case of the normalization algorithm developed in 
subsection 2.2.

We start by defining first the sequence ar of smallest divisors appearing at 
any normalization order r. This is given by:

ar = min{|fc • w*| : |fc| < K'y k ^ Al} (232)

where K' is given by Eq.(155) and M is the resonant module defined in Eq. (152). 
In view of the homological equation defined in Eq. (160, the generating function 
Xr acquires a term with divisor k • y for any Fourier term exp^ik • </>) of hV 
Then the bound

holds, where norms are defined as explained in subsection 4.2.
We now examine how a divisor ar appearing first at the normalization or

der r propagates at subsequent orders. The propagation of divisors is due to 
Eq.(159), implying that the divisor ar appears also in H^r+1\ since

H(r+1) = y^ + {HW ^ + |{{H«, XJ, Xr} + . . . (234)

By repeating the two previous steps, we then find that aT propagates at all 
subsequent orders after r. This, in turn, implies that Ã^1^ contains divisors 
accumulated along all previous steps, i.e. by contributions from the generating 
functions Xd Xr-ir • • via Poisson brackets like in Eq.(234). The same holds true 
for Xr+i defined via the homological equation [r, • J, Xr} + H^^ = 0. Define 

now the operators s acting on analytic functions / in the domains considered 
in subsection 2.1 via the recursive formulae

^Z = IlA^ M’ Á.S = (Á’Á, • • • ,Á) with J9 > 0, ^3q = s

where < • >q denotes the terms of order q in the book-keeping parameter of the 
included function belonging to the range of the operator L^.j. The product in 
the first of Eqs.(235) is considered to be normally ordered, i.e. the operators
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£j are ordered from right to left for increasing q. The hamiltonian after r 
normalization steps is then given by

H^ = exp£Xr o exp^^ o ... exp£xlH(0) = ^ 52 ^j),= H^ 
s=0 all possible y.,

(236) 
Let v^w^jr^ represent the number of times that an integer jq in jr,s is equal 
to tn. The key remark is that the asymptotic character of the normalization 
process is only due to sequences of terms generated by operators QjT8 for which 
i/(l; jr^s) ^ 0. In fact, it can be shown that for any fixed positive integer u, all 
sequences bu\ r = 2, 3,... of the form:

k" = E lieíL..Hl0,H
all possible jr,r+u

WÍtfo(w;j,.,s)=0 if w<2

(237)

are absolutely convergent in a sub-domain of the original domain of analyticity 
of /. The proof follows the same arguments as in subsection 3.4. Namely, one 
shows that the accumulation of divisors in sequences of the form (237) is at worst 
quadratic, and this suffices to establish an upper bound for the terms briU given 
by a geometric series. However, this is no longer guaranteed for operations 
in Eq.(236) involving Gj^ ^^^^ ^ 0, because among the latter there are 
cases leading to asymptotic rather than absolutely convergent sequences. In 
particular, the worst accumulation of divisors appears in the sequence:

d(r) = ||^2=...^ . (238)

Similarly to what was observed in Efthymiopoulos et al. (2004), this partic
ular sequence causes repetitions of small divisors that eventually lead to an 
asymptotic growth of the series coefficients. Starting from any Fourier term 
hk,r0 = Ck( J) exp(ik • </>) in the Hamiltonian (156), this term is first encoun
tered at the normalization order tq = [|fc|/7</] + 1. The repetitions are found 
by considering the terms produced in the generating functions yVo, A?o+i> ••• 
due to Poisson brackets with the O(A) normal form terms. If I* is such that 
both resonant vectors satisfy the inequalities Ik^l > K' and |fc(2)| > K' (this 
excludes only some very low order resonances), the only O(A) normal form terms 
are given by Zi = e1/2 ^^A-I^MijJiJj. Taking the successive normalization 
steps after the order tq we find the terms

In Xr0-.

^,r0 = ^ whereby H^oIIwb 
i" <ír

I l^fe.FQ I I WJ

■’’o

^A^ro+l = {^1,6^0} whereby ||/ifc,ro+iIIw^.b < ll€vollwJi,Bel/2|MlBlfel 
. ^h^^^! 1̂/^^

■’’o
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In Xr0+i:
&,ro+i = ^T whereby ll^ro+illm, \^k.T'0\\wI,,BK'e1/2\M\Br0

'r0

etc., where \M\ = max |My |. In general, the following inequalities are satisfied:

Il^fe^o+ulIW/,^ < K'€^!^\M\Bto

I |^fc,7"o+“-lIIWz*^ aTO
11 hk,TQ-\-uHwz^b < K^^MVBtq

I |^À:,ro+u—1 Hw^.s av"0

whereby it follows that both sequences H^fc/ro+ullwj, B an(I ll^vro+tillwj, Bi u = 
1,2,... are bounded by a geometric series with ratio K* €^\M\Bto! aTtv That is, 
after being first encountered at order tq, the same term hk<ro causes a sequence 
of repetitions of the same Fourier terms in all orders after ro, the size of the term 
growing essentially by a geometric factor ~ (K' e^^M^Bry/aroYl at the order 
7'o + u. Since, now, the original terms hk,r are of order ~ ^Te- ^b’’ ^ yfe^o/2, we 
finally arrive at an estimate for the size of the terms d^ of the sequence (238), 
which itself represents an estimator of the size of the remainder R^, namely:

kRk,.., PWIU AEr2
7-o=2

K'e^^BroV r°

aro /
(239)

Eq.(239) implies an asymptotic growth of the size of 11-R(-r') 11Wz, B with r, since, 
e.g. close to the median of the summation values of ry, i.e. ro — r/2, one has 
terms of size ~ ^e^Br)(2ar/2))r^2 ~ [(^l/2-®^/(2,A/2))i’?’i]1/2, which grow at 
least as fast as (Be1/2)'"?’!. The exact growth rate depends on whether Wi^b 
is a doubly, simply, or non-resonant domain with respect to a high enough K- 
truncation, since one has, ar = min|w*|i in doubly-resonant domains, while 
ar ~ "JrT with 7 a positive constant 7 = O(min |w*|¿), and t = 1 for simple 
resonance or t = 2 for non-resonance (in three degrees of freedom, assuming dio
phantine behavior of the frequencies). Accordingly, we arrive at the remainder 
estimate HB^Hyv/, B ~ (Be1/2)''"r!1+T, whence, using standard approximations 
(e.g. Stirling’s formula), we finally find

Double resonance: fopt ~ ^, B*-’"°pt) ~ exp ((e0/e) 1/2)

Simple resonance: T-opt - ^7, ||B(r°pt)|| ~ exp ((eo/e)"1/4) (240)

Non-resonance: ^t-  ̂ pMl-exp^o/e)"1/6)

that is, we recover Eq.(163), and its associated exponential estimates for the size 
of the remainder, with exponent a as indicated in Eq. (240).


